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Abstract – This study introduces an example environment where wireless devices are mobile, devices 
use dynamic voltage scaling, devices and tasks are heterogeneous, tasks have deadline, and the 
computation and communication power is dynamically changed for energy saving. For this type of 
environment, the efficient system-level energy management and resource management for task 
completion can be an essential part of the operation and design of such systems. Therefore, the 
resources are assigned to tasks and the tasks may be scheduled to maximize a goal which is to 
minimize energy usage while trying to complete as many tasks as possible by their deadlines. This 
paper also introduces mobility of nodes and variable transmission power for communication which 
complicates the resource management/task scheduling problem further. 
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1. Introduction 
 
The mobile ad hoc network (MANET) is a truly peer-to-

peer network where each device is mobile, have limited 
battery, uses wireless communication, and the connection 
of devices can change dynamically. A distributed mobile 
computing (DMC) environment may be based on the 
MANET environment where users can share their 
computational load with other devices and the result can be 
sent back to the original user ([25]). The system-level 
energy and each of the mobile devices’ energy must be 
used efficiently in the sense that when tasks are allocated 
resources, estimated energy use to complete the task and/or 
the remaining energy of the device must be considered to 
complete as many tasks as possible while also try and 
prolong the devices’ life. The DMC environment is usually 
heterogeneous in the sense that various devices have 
different characteristics such as processing speeds, 
different battery lifetimes, and architecture while tasks or 
applications may have affinity to certain devices. The 
heterogeneity of the resources and tasks must be exploited 
to maximize the performance or the cost-effectiveness of a 
system. To exploit the heterogeneity of devices and tasks, 
an important research problem is how to assign resources 
to the tasks (match) and to order the tasks for execution on 
the resources (schedule) to maximize some performance 
criterion of the system. This procedure is called mapping, 
task scheduling, and/or resource allocation. A resource 
management system (RMS) takes care of allocating the 
resources of a system. The energy/power management of 

computation and communication and the device mobility 
further complicates the resource management problem. In 
this research, dynamic mapping is performed because tasks 
arrive at unpredictable intervals and are mapped as they 
arrive (workload is not known a priori). In general the 
mapping problem is proved to be NP-complete. Thus, the 
development of heuristic techniques to find near-optimal 
solutions for task scheduling is an active research area (e.g., 
[1-4]). The environment proposed in this paper is simulated 
by a simulation tool called energy-aware distributed mobile 
computing simulator EArDruM ([20]), which is based on 
network simulator 2 (NS-2) [16].  

The power/energy management of the proposed DMC 
environment is accomplished by using dynamic voltage 
scaling (DVS) [5] and variable-range transmission power 
control (VTPC) [6] for the computation and the 
communication, respectively. DVS is based on exploiting 
the relationship between the CPU supply voltage of a 
device and the power usage. The relationship of power to 
voltage is a strictly increasing convex function, represented 
by a polynomial of at least second degree [7]. The VTPC 
technique can improve the overall network energy usage 
because different transmission power levels can be used to 
send data according to the distance between the source and 
the destination devices whenever communication occurs. 
The DVS and VTPC in this research is managed by the 
resource manager and is transparent to the user.  

In this paper we assume an environment where a user 
can request a program (task) to be executed, receive data, 
and send data using the mobile device. A device 
performing a computation may receive input data from 
other devices. The resulting output will be sent back to the 
task requester. The scenario from [13] is adopted and 
extended by introducing factors such as device mobility 
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and VTPC for this research. For the efficient use of the 
overall system, it may be best for certain tasks to be 
executed on a remote, rather than on the local device. The 
reasons are 1) limited energy remaining on the local device, 
2) a remote device can execute the task using less energy, 
and 3) a remote device can complete the task by its 
deadline while the local device cannot. An RMS makes this 
decision of locating a “suitable” device and allocating the 
task to that device. In this research, tasks have deadlines 
and the primary goal of this research is to complete as 
many tasks by their deadlines as possible while trying to 
efficiently use the overall system energy during a given 
interval of time.  

The contributions of this research include 1) the 
modeling of dynamically mapping tasks with deadlines 
onto mobile wireless devices while managing power using 
the DVS and VTPC methods, and 2) the design, analysis, 
and comparison of six simple resource allocation methods 
for this environment. Section 2 introduces the heterogeneous 
DMC environment that was modeled for this research. In 
Section 3, the heuristics designed for this research are 
presented. Section 4 describes the simulation setup. The 
results are examined in Section 5 followed by a brief 
summary of the literature related to this paper. The last 
section gives a summary of this research. 

 
 
2. Distributed Mobile Computing Environment 
 
In this research, a single-hop distributed mobile 

computing (DMC) system is considered where the devices 
are mobile and communicate with each other by wireless 
means creating an ad hoc network. These devices have 
limited battery capacity (energy), use dynamic voltage 
scaling (DVS) for computation power management, use 
variable-range transmission power control (VTPC) for 
communication power management, and have movement 
(mobility) capabilities. The batteries are assumed to be 
recharged after a certain amount of time and the battery 
capacity is different for different devices. The number 
and value of the discrete voltage levels of DVS vary 
among the devices. But the number of the transmitted 
power levels (varied according to the distance between two 
communicating devices) and the transmission power of 
each of the levels for VTPC are identical for all devices. In 
this paper, a centralized resource management system 
(RMS) is used to maximize the performance goal which is 
to complete as many tasks by their deadlines as possible 
while trying to efficiently use the overall system energy 
during a given interval of time. After the task execution is 
completed (t0 → t1 in Fig. 1), the result is sent back to the 
task requester. More details can be found in [20]. 

The tasks discussed here have a deadline. If a task 
cannot complete by its deadline, it has no value. It is 
assumed that the RMS knows all of the devices’ status 
information and the tasks’ execution times on those devices. 

Hence, the RMS can accurately decide a “suitable” device 
for a requested task. The estimated execution times of each 
task on each device is assumed to be known based on user 
supplied information, experiential data, task profiling, and 
analytical benchmarking, or other techniques (e.g., [8, 9]). 
This DMC environment was simulated using the EArDruM 
simulator [20] which is modified and extended from the 
network simulator 2 (NS-2) [16]. 

 
 

3. Resource Management Methods 
 

3.1. Overview 
 
In this environment, a mapping event occurs when a task 

is requested from one of the mobile devices and the task 
will be considered for mapping onto one of the devices in 
the DMC system. Before deciding on a device, all devices 
may be checked to verify whether the task can be executed 
on the device. For example, the remaining energy (i.e., the 
energy that is remaining after being used for completing 
tasks and after being drained of idle energy) of a device 
may not be enough to process the task or communicate 
with other devices. After the verification, all heuristics 
described in the following subsections map a task onto one 
of the selectable devices which are devices that are 
expected to complete the tasks by their deadline. If a task is 
already executing on a device when another task is 
assigned to the device, the new task is enqueued into the 
scheduling queue of the device. The task already executing 
on the device is not preempted. The position of devices are 
initially set and the direction (current position is known 
and the destination position is randomly selected and the 
velocity of a device is selected randomly from 0 to 10m/s. 
All data are communicated using VTPC to use as little 
energy as possible. The main difference of the task 
scheduling schemes described in this research is shown in 
Table 1. 

 
3.2. Originator and random 

 
The originator heuristic executes the new task on the 

original device itself when the task is requested. This 

 
Fig. 1. Shows an example of a distributed mobile 

computing environment. 
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heuristic will consume the smallest amount of communi-
cation energy as there will only be input communication 
when needed. The random heuristic maps the new task on a 
random device from the selectable devices. In both 
heuristics, if the selected device cannot complete the task 
by its deadline, the task will have no value. Even if the task 
fails, it will use the battery while it is being executed and 
the energy consumption is updated whenever there is a new 
task request. All tasks are executed using the highest DVS 
level which means using the fastest level and the highest 
energy consuming level. 

 
3.3 Current minimum communication energy 

(CMCE) and estimated minimum communication 
energy (EMCE) 

 
The CMCE heuristic maps a task onto the device other 

than itself which will minimize the communication energy. 
The EMCE heuristic is similar with the CMCE heuristic. 
But, the EMCE heuristic estimates where the device will 
be when the result will be sent back to the task requester 
and calculates the amount of energy needed for the whole 
communication. All tasks are executed using the highest 
DVS level which means using the fastest level and the 
highest energy consuming level. Both methods follow the 
procedure described below. 

 
For every mapping event (a new task is requested), 

Calculate the roundtrip communication energy to 
all selectable devices and the input communication 
energy to the selectable devices using VTPC. 
(CMCE: use the current position of the all devices 
for the calculation; 
EMCE: use the estimated location of the task 
requester device and selectable devices at the task 
completion time when calculating the communi-
cation energy when sending back the results.) 
Map the task onto the minimum total communication 
energy consumption device. 

 
3.4 Current minimum total energy (CMTE) and 

estimated minimum total energy (EMTE) 
 
In the CMTE heuristic, the task is executed on a device 

which will consume the minimum total energy (communi-
cation and computation) and can complete by the task’s 
deadline. Similarly, the EMTE heuristic maps new task to 
the minimum total energy consumption device. But, 
instead of the current coordinates of the device, EMTE 
heuristic uses the estimated coordinates of the source and 
destination device after the task execution time to calculate 
the estimated total energy consumption for all selectable 
device. The DVS is applied such that the device can 
complete the task by its deadline while trying to minimize 
the energy being used in both heuristics. Both heuristics 
follow the procedure described below. 

For every mapping event (a new task is requested), 
Calculate the total energy to all selectable devices. 
The communication energy is calculated using the 
distance using VTPC and the computation energy 
is calculated using the lowest possible DVS level 
while the task can complete by its deadline. 
(CMTE: use the current position of all the devices 
for the calculation; 
EMTE: use the estimated location of the task 
requester device and selectable devices at the task 
completion time when calculating the communi-
cation energy when sending back the results.) 
Map the task onto the minimum total energy 
consumption device. 

 
Table 1. The differences between the schemes. (CE is the 

communication energy, CPU is the computation 
energy, EL is the estimated location of devices, D 
is the deadline of tasks, N means does not 
consider, and Y means it is considered.) 

heuristics CE CPU EL D DVS level 
Originator N N N N highest 
Random N N N N highest 
CMCE Y N N N highest  
EMCE Y N Y N highest  
CMTE Y Y N Y lowest possible  
EMTE Y Y Y Y lowest possible  

 
 

4. Simulation Model 
 
Eighteen different types of wireless computing devices, 

using information found in [20], and different task types 
are assumed to be used in the DMC system. Assuming the 
RMS knows the different types of devices/tasks and how 
fast each tasks run on the devices at the highest DVS level, 
it is assumed that the estimated time to compute (ETC) 
information of all tasks on the different devices are known. 
However, the arrival times or requested times of tasks and 
the task type is not known a priori.  

A simplified DVS technique is used in this research that 
assumes each voltage level of a processor corresponds to a 
clock speed level for the processor. Details are in [20].  

In each simulation of a system, eleven devices among 
the eighteen types are picked with equal probability. The 
RMS is placed on the first device among the eleven 
devices, situated in the middle of the simulated area, has no 
mobility, and the node does not execute any tasks. The 
simulation of the arrival of tasks or request of tasks is done 
using a Poisson distribution with mean six, eight, and ten 
seconds. (There are three scenarios.) The system is 
simulated for 28,800 seconds (i.e., assuming an eight hour 
work day). For all tasks, the ET values on eighteen types of 
devices taking heterogeneity into consideration is 
randomly generated using the gamma distribution method 
described in [17]. Three mean execution times of 60, 100, 
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and 200 seconds, are used for the ET matrix. The mean 
execution time is chosen to represent applications such as 
processing data (such as maps or weather reports), 
generating strategies, etc. A trial is defined as one such 
simulation of the system. For each of the nine scenarios 
(three mean inter-task arrival time multiplied by three 
mean execution times), 30 trials are run. 

For all devices, the transmission and reception power 
for each of the levels for VTPC is calculated. This research 
applies the IEEE 802.11b standard for wireless commu-
nication ([18, 19]). To utilize the VTPC technique, it is 
assumed that the LAN Card has seven discrete 
transmission power levels (for 10, 50, 100, 150, 200, 250, 
and 500 meters). The transmission power is calculated 
based on the two-ray ground reflection model in NS-2. 

For the simulation study, the maximum battery capacity 
(energy) of device j, BC(j), is set to the maximum CPU 
energy consumption energy plus the transmission energy 
consumption energy, multiplied by the maximum operation 
time. The maximum operation time is determined using a 
gamma distribution with a mean of two hours. For 
simulation purposes, the size of the task and output (result 
to the source) data was calculated using 100 Kbytes as the 
mean and a COV of 0.7 using a Gamma distribution. The 
size of the input data was calculated using 1 Kbytes as the 
mean. 

This research assumes that when a task arrives, the 
deadline of the task is given. For our simulation studies, 
the deadline is chosen as to following to allow the new task 
to have a “good” chance of completing before a certain 
deadline. The deadline of task i is equal to its arrival time 
plus the overall mean execution time of all tasks using 
Gamma distribution (COV of 0.7) plus the median 
execution time of task i on all devices plus the average 
communication time of the task request and the result. 

 
 

5. Results 
 
The simulation results for the three mean inter-task 

arrival times and three mean execution times are shown 
(total of nine scenarios) in Figs. 2, 3, and 4. As the mean 
inter-task arrival times decrease, the number of tasks in the 
system also increases and the percentage of tasks 
completed decreases. Similarly, as the mean execution 
times increase, the percentage of tasks completed decreases 
as it takes more time and energy to complete the tasks. And 
sometimes because of the longer mean execution time, the 
tasks are more likely to be dropped. The average number of 
tasks per trial was 2837, 3579, and 4765 for the mean inter-
task arrival time of ten, eight, and six seconds. In all the 
figures, the originator heuristic can be said to be the best 
among the four low performance methods. This is because 
the originator method executes the task on the device that 
requested the task and therefore there is almost no 
communication energy consumption. The performance of 

the CMCE and EMCE heuristics is poor because they do 
not consider the task processing or computation times and 
energy consumption. The CMTE and EMTE heuristics are 
the best performing methods out of these six methods that 
are introduced for all scenarios. The reason is that the 
heuristics consider task deadline, task computation time on 
various devices, and reduce energy consumption using 
DVS and VTPC. The simple estimation of the devices’ 
location did not enhance the performance of the algorithm 

 
 

Fig. 2. The simulation result using the mean inter-task 
arrival rate of six seconds and mean estimated 
execution time (ET) of 60, 100, and 200 seconds. 

 

 
 

Fig. 3. The simulation result using the mean inter-task 
arrival rate of eight seconds and mean estimated
execution time (ET) of 60, 100, and 200 seconds. 

 

 
 

Fig. 4. The simulation result using the mean inter-task 
arrival rate of ten seconds and mean estimated
execution time (ET) of 60, 100, and 200 seconds. 
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much. But the EMTE method performed better when the 
system is congested and there are more tasks that cannot be 
completed by their deadline. As the system’s resources are 
constrained, the location estimation plays a small role 
where some of the tasks are completed as expected. 

To test for an environment where the number of devices 
is larger than ten, we assumed there are 20 devices for the 
worst scenario. (i.e., the mean inter-task arrival rate of six 
seconds and mean execution time of 200 seconds.) As 
shown in Fig. 5 the performance has improved but not as 
much as expected which would intuitively be two times. 
The reason is that many tasks wait for the communication 
of the results and when the final result is not sent before 
the deadline the task has failed. The reason for this can be 
failed communication between devices that did not occur 
when there were only ten devices. 

The energy consumption graph is not shown because in 
the simulations, all of the energy is used and all of the 
devices died before the end of the simulation. Random and 
originator tried to complete tasks but most of them are not 
completed because a lot of tasks were completed after their 
deadlines. Thus using energy but only completing a small 
number of tasks.  

 
 

6. Related Work 
 
There are lot of research for minimizing or saving 

energy or power consumption of a mobile computing 
system ([10-12]). The difference is that our system includes 
computation times and the energy used for computation in 
the overall energy usage. Also, the tasks and devices are 
heterogeneous and devices use DVS and VTPC technique 
for power/energy management while tasks have deadlines. 

 Some research projects have explored the mobile ad 
hoc network (MANET) environment using the DVS 
technique [13], VTPC technique [14], or both techniques 
[15]. The difference is that our research considers mobility 
of devices, VTPC, the computation of tasks as well as the 

communication of data and tasks, heterogeneous nature of 
the environment, and the real-time aspect of the system. 

 
 

7. Summary 
 
This paper introduced an example distributed mobile 

computing environment and used the EArDruM simulator 
to simulate the environment. The mobile devices are 
modeled based on real specifications and have discrete 
DVS and VTPC levels for the power/energy management 
for device and communication respectively. Heterogeneity 
is introduced to the system via different DVS levels, VTPC 
levels, battery capacity, processing speed, and tasks with 
affinity to certain devices. Implementation of a simple 
function of calculating the expected coordinates of the 
mobile devices after a predetermined time is included for 
communication time and energy estimation. The tasks had 
heterogeneous execution times and deadlines. The devices 
are mobile with random speed and direction. Six simple 
methods for this environment are tested and compared. 

Further investigation of the proposed environment can 
include the following: increasing the number of devices, 
increase the mean of the size of the task, input, and output 
data, and different calculation of the deadline of the task. 
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