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ABSTRACT

Efficient Market Hypothesis (EMH), states that at any point in time in a liquid market security prices fully reflect all available information. This paper presents a study of proving the hypothesis through daily Twitter sentiments using the hybrid approach of the lexicon-based approach and the naïve Bayes classifier. In this research we analyze the currency exchange rate movement of Indonesia Rupiah vs US dollar as a way of testing the Efficient Market Hypothesis. In order to find a correlation between the prediction sentiments from Twitter data and the actual currency exchange rate trends we collect Twitter data every day and compute the overall sentiment to label them as positive or negative. Experimental results have shown 69% correct prediction of sentiment analysis and 65.7% correlation with positive sentiments. This implies that EMH is semi-strong Efficient Market Hypothesis, and that public information provide by Twitter sentiment correlate with changes in the exchange market trends.
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1. INTRODUCTION

Recent global financial crises have changed international economic relations and have severely affected financial markets. Indonesia Rupiah is no exception, Indonesian currency Rupiah has dropped to its lowest level since 1998 economic crisis, when Indonesia was grappling with the traumatic fallout from the Asian financial crisis. For any country, the foreign exchange rate is considered as a useful barometer for their domestic economy and even a global economy. However, the fluctuation of exchange rate can be influenced by speculations based on information. And in digital era of information, we can access all sorts of information from any sources easily. Today one of the big information sources is social media that include Twitter. Twitter as a social media has a huge implication with rapid and sensitive reaction to political, social, and economic issues. Information has always been important playing a role building market perception and market investment, and Twitter as one of popular social media can be a source of information in predicting currency exchange rate trends based on people’s sentiment [1].

The relation between currency exchange rates and sentiment information is believed to be strong but in complicated ways. Important information
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frequently results in positive or negative returns. Ryan and Taffler found that for large firms approximately 63% of large price changes and volume movements are linked to publicly available news releases [2] suggests that the movement of exchange rates are affected by those information. And one of financial concept approach developed by Eugene Fama states that at any point in time in a liquid market security prices fully reflect all available information [3].

In this research, in order to prove the hypothesis, we develop a sentiment prediction model from Twitter as a source of information. From a collection of Tweets, we design an efficient prediction model based on machine learning and predict the sentiment in the tweets from tweets timeline. We have chosen IDR or Indonesian Rupiah because of the volatility of IDR Rupiah toward US Dollar. It is reported that IDR Rupiah is changeable and affected by public issues [4]. So, as a way to prove that issues or public opinions can influence the direction of currency movements and market trends, we investigate whether or not Twitter sentiment is correlated with exchange market trends and at the same time prove the efficient market hypothesis (EMH). Of course, true exchange market involves many more factors, but we will just look at the correlation between Twitter sentiments and market trends, merely as an interesting application of sentiment analysis to prove the one of financial concept hypothesis.

2. EFFICIENT MARKET HYPOTHESIS

The efficient market hypothesis (EMH) posits that profiting from predicting price movements is very difficult and unlikely to succeed. The main engine behind price changes is the arrival of new information. A market is said to be “efficient” if prices adjust quickly and on average without any bias to the information and reflect all the available information at any given point in time [3]. Consequently, there is no reason to believe that prices are too high or too low. Security prices adjust themselves before an investor has time to trade on and profit from new pieces of information [2].

The efficient market hypothesis states that market prices mirror all the available information in the market. But the information varies in the degree of the influence security values have. Consequently, financial researchers distinguish three forms of Efficient Markets Hypothesis, depending on what is meant by the phrase “all available information”: weak form, semi-strong form, and strong form according to the inclusion of public and private information in the market prices. The weak form of EMH asserts that future prices cannot be fully predicted by analyzing prices from the past. The semi-strong form suggests that current stock prices adapt rapidly to the release of all new public information and the strong form of EMH states that the current prices fully reflect all public and private information.

Papaioannou et al. [5] reported that the information gleaned from microblogging platforms such as Twitter can enhance the forecasting efficiency of Intraday exchange rates. The analysis has shown that efficient market hypothesis supports the analysis of public discussions on Twitter, and vice versa. Seen from the viewpoint of efficient market hypothesis, the analysis of Twitter data helps identifying information which allows us to predict the foreign exchange market.

3. SENTIMENT ANALYSIS TECHNIQUES

Although there are highly accurate methods to analyze and extract relevant knowledge from structured data such as tables or databases, the task of extracting useful information from unstructured data like social media data still remains a major challenge [6]. Sentiment analysis, also known as opinion mining, involves the use of natural language processing, text analysis and compu-
tional linguistics to identify and extract subjective messages. Generally speaking, sentiment analysis aims to determine the attitude of a speaker or a writer with respect to a known topic or the overall contextual polarity of being a positive or negative contexts of a document.

There are three sentiment classification approaches can be classified in [7]:

1. Supervised classification, used for predicting the polarity of sentiments based on a training set. Among the machine learning techniques, classifiers based on Naïve Bayes (NB), maximum entropy (ME), and support vector machines (SVM) usually exhibit the best performance [7, 8].

2. Lexicon-based approach. This does not need any prior training in order to mine the data. It uses a predefined list of words, where each word is associated with a specific sentiment.

3. Hybrid approach which combines both machine learning and lexicon based approaches. Mudnas et. al. [9] combined the lexicon based and the machine learning based approaches. In our research we will use this method to extract the Twitter sentiments analysis.

4. PROPOSED METHOD

This research proposes a combination of lexicons and a Naïve Bayes classifier using sentiment words as features about currency exchange rate changes. Fig. 1 shows the organization of the proposed design using Hybrid approach for determining the sentiment polarity from Twitter data.

The framework determines the flow of the research methodology phases which include collection the tweets from Twitter API, text processing, tokenization, feature extraction, and classification. Each step will be detailed in the subsequent sections.

4.1 Pre-Processing

Pre-processing refers to the process of cleaning, normalizing, and tokenizing the data, removing noisy, irrelevant and redundant data for a subsequent classification of the data. The steps of pre-processing are illustrated as follow:

4.1.1 Text Processing

Tweets often contain many words and symbols irrelevant to their sentiments. So, it is desirable to
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filter them out. We conduct text processing with the following steps:

1. Lower case conversion
   Convert the tweets to lower case.
2. Tokenization
   This involves splitting the text by spaces or delimiters, forming a list of individual words in text. This is also called a bag of words. They will be used as features to train the target classifier.
3. Removing stopwords
   We remove function or stop words from the bag of words by consulting a stopword dictionary. We simply check each word in the bag of words against the dictionary.
4. Twitter symbols
   Many tweets contain special symbols such as "@" for username and or "#" for hashtag, as well as URLs which need to be filtered out entirely as they add no value to the text. To accomplish all of this, we use regex command that searches for matches for these symbols. Additionally, any non-word symbols in the bag of words are filtered out as well.
5. Removing punctuations and additional white spaces. They are simply ignored.
   The example of tweet pre-processing step shows as follow:

4.1.2 Feature Extraction

Feature extraction is a very important step in building a successful classifier since a good feature vector largely determines how successful a classifier is. We need a set of feature vectors to build a model of the classifier. In tweets, the presence or the absence of particular words is considered as a feature. The training set consists of positive and negative tweets. Each tweet is split into words and we filter out those words that do not contribute to indicating the sentiment of a tweet. Individual keywords included to the feature vector are referred to as "unigrams". Although not included in this research, we can also consider some other word pair features such as bi-grams and even N-grams. See an example of extracting the tweets as shows in Table 2:

4.2 Classification

In order to determine the sentiment polarity of tweets, this research combines the sentiment lexicons and the Naïve Bayes classifier. For the latter, sentiment words are used as features.

4.2.1 Sentiment Lexicon

A sentiment lexicon, also called a senti-lexicon, is a collection of words which are associated with a polarity score indicating the orientation of the word (positive or negative) and representing intensification or negation. It does not require storing a large data corpus, which makes the whole process much faster. Lexicon construction starts with a small seed set of opinion words which in this re-

Table 1. Tweet Pre-Processing

<table>
<thead>
<tr>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT @businessuplift: Since the beginning of the year #rupiah has weakened against #usdollar. <a href="http://t.co/PDbF7H3f">http://t.co/PDbF7H3f</a></td>
<td>since beginning year rupiah weakened against usdollar</td>
</tr>
</tbody>
</table>

Table 2. Feature extraction

<table>
<thead>
<tr>
<th>Tweets</th>
<th>Feature Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Since beginning year Rupiah weakened against usdollar</td>
<td>&quot;since&quot;, &quot;beginning&quot;, &quot;year&quot;, &quot;rupiah&quot;, &quot;weakened&quot;, &quot;against&quot;, &quot;usdollar&quot;</td>
</tr>
<tr>
<td>Rupiah rise due huge investment Korean companies</td>
<td>&quot;rupiah&quot;, &quot;rise&quot;, &quot;due&quot;, &quot;huge&quot;, &quot;investment&quot;, &quot;korean&quot;, &quot;companies&quot;</td>
</tr>
</tbody>
</table>
search came from the AFINN–111 word-list [10] and build an Indonesian version of AFINN–111 to detect Indonesian tweet words. It is followed by a bootstrapping cycle to search for synonyms and antonyms in a dictionary corpus iteratively. The following gives an illustration for designing a sentiment lexicon. Table 3 shows the structure of the sentiment lexicon.

In Table 3, the syntactic category refers to the annotated part of speech tag for each word such as adjectives, adverb, nouns, and verbs. The common syntactic category is the adjective. The score refers to the degree of polarity ranging between -5 to 5. This lexicon is stored in separated database.

4.2.2 Naïve Bayes Classifier

Naïve Bayes is a very simple classification model with the ability to classify patterns without using a large training set. This algorithm is very effective in terms of classifying documents [11]. It uses the statistics in order to perform probabilities classification. Basically, it aims to analyze the absence and presence of a particular feature in order to independently classify feature using probabilities. It is very effective when treating words that have probabilities to be opinion or not such as, adjectives or adverbs.

The Naïve Bayes classifier is a probabilistic method that derives from the Bayesian decision theory [12], in Equation 1 the probability of a message d being in class c, P(d|c), is computed by a simple Naïve Bayes model. Although deceptively simple, it has worked well on text categorization [12]. In this model, a given tweet d is assigned the class c*. It can be formulated as follows:

\[ c^* = \arg \max_P P_N (c|d) \]  

(1)

where Bayesian rule gives the Equation 2:

\[ P(c|d) = \frac{P(d|c)P(c)}{P(d)} \]  

(2)

Given the conditional independent assumption among features \( \xi \) in tweet d, we can compute as follows in Equation 3:

\[ P(d|c) = \prod_{i=1}^{m} P(f_i|c) \]  

(3)

Then the resulting Naïve Bayes classifier solution is Equation 4:

\[ P_{NB}(c|d) = \frac{P(c)\prod_{i=1}^{m} P(f_i|c)^{n_i(d)}}{P(d)} \]  

(4)

Here, \( \xi \) represents a feature and \( n_i(d) \) is the number of feature \( \xi \) found in tweet d, and there are in total m features. Parameters for \( P(c) \) and \( P(\xi|c) \) are estimated through maximum likelihood estimation along with the add-1 smoothing for unseen features. The reason that this research used Naïve Bayes as classifier is that Naïve Bayes has the ability to classify objects based on its features independently, in other meaning Naïve Bayes focuses on some features regardless of the absence or presence of others for instance, a negative sentiment may consist of negation, adjectives or adverb Naïve Bayes considers each of these features to contribute independently to the probability that the tweet sentiment is negative regardless of the presence or absence of the other features. This scenario is very common in the sentiment analysis where all features may not exist. Therefore, by applying the Naïve Bayes on the tweet data in our research, the classification has been done by identifying the number of positive and negative tweet.

<table>
<thead>
<tr>
<th>Word</th>
<th>Category</th>
<th>Synonyms</th>
<th>Score</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth</td>
<td>Nouns</td>
<td>Rise, Boost, Build-up</td>
<td>2</td>
<td>Positive</td>
</tr>
<tr>
<td>Strong</td>
<td>Adjectives</td>
<td>Powerful, Solid</td>
<td>2</td>
<td>Positive</td>
</tr>
<tr>
<td>Fail</td>
<td>Verbs</td>
<td>Breakdown, Fall, Miss</td>
<td>-2</td>
<td>Negative</td>
</tr>
<tr>
<td>Weak</td>
<td>Adjectives</td>
<td>Powerless, Weakened, Feeble, Fragile</td>
<td>-2</td>
<td>Negative</td>
</tr>
</tbody>
</table>
5. EXPERIMENTS AND ANALYSIS

5.1 Data Description

The proposed hybrid approach requires an extensive amount of data to construct lexicons and train a classifier. We prepared four databases as described in Table 4. In order to confirm the hypothesis using the hybrid approach, we collected tweets through Twitter API from 6th until 12th August 2015, in total 3235 tweets and stored into DB 1. DB 3 is a collection of positive and negative words and labelled sentences. It contains sentiment words from AFINN word list originally used as features for a lexicon based approach. DB 2 and DB 4 are used to evaluate the Naïve Bayes classifier.

5.2 Sentiments Analysis

We determined the polarity or tendency of the tweets DB 1 either positive or negative. The result is rendered into a bar graph as shown in Fig. 2.

For the first five days, the are more negative tweets than the positive ones, indicating the public opinions or exchange market movement tends to negative, while the results for the remaining two days are indicate the other way round.

In order to evaluate the sentiment-based prediction with respect to the market changes, we plotted two curves as shown in Fig. 3, one for the predicted sentiment analysis trend and the other for the actual exchange rate movement of USD/IDR taken from a financial source [14]. The horizontal axis represents the date of Twitter data while the vertical axis on the left represent the prices IDR Rupiah movement to USD Dollar, and the axis on the right represents the volume percentages of positive Twitter sentiment trends.

The grey curve on the graph represents the re-

Table 4. Corpus Data

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Description</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database DB 1</td>
<td>Twitter dataset collected from 6th until 12th August 2015.</td>
<td>3235 tweets.</td>
</tr>
<tr>
<td>Database DB 2</td>
<td>Polarity 2.0 [11].</td>
<td>1000 positive 1000 negative.</td>
</tr>
<tr>
<td>Database DB 3</td>
<td>AFINN-111 Word list [10] and Indonesian version of AFINN Words list.</td>
<td>2477 words and phrases with scores ranging from 1 to 5 for positive and −1 to −5 for negative words.</td>
</tr>
<tr>
<td>Database DB 4</td>
<td>Training set of tweets from government sites and news accounts related to Rupiah and USD Dollar fluctuation which are labelled as positive and negative.</td>
<td>400 tweets from data corpus which are labelled manually as positive and negative (200 tweets positive and 200 others negative).</td>
</tr>
</tbody>
</table>
result from prediction model derived from positive sentiment for one-week observation from 6th until 12th August 2015, and the dark curve represent the actual exchange rate (left axis) from financial source [14]. The next two sections we estimate the correlation between the two curves as a way confirming the Efficient Market Hypothesis.

5.3 Classification Result

In order to test the performance of the sentiment prediction algorithm and measure its accuracy we created a confusion matrix. For this we, first, annotated 200 tweets as positive and the other 200 as negative. The test result is summarized in Table 5. There are 48 tweets misclassified into negative class and 76 negative tweets into positive class.

The overall accuracy is 69%, a rate fairly high and deemed enough for practical applications. The next set of tests involves computing the F1 harmonic factor [15] from Table 5 to measure the precision and recall of the sentiment model. It recorded 71% in F-score. In statistical analysis of binary classifications, a high precision means that an algorithm has returned substantially more relevant results than irrelevant ones, while a high recall means that an algorithm has returned many of the relevant results. Based on the confusion matrix in Table 6, calculated all the other measures too, to describe the performance of the classifier and the result shows in Table 6.

5.4 Market Correlation

Given the sentiment polarity of the tweets, it is helpful to calculate the correlation between tweets sentiment and actual currency exchanges from the week-long observations. The two curves in Fig.

<table>
<thead>
<tr>
<th>Annotation</th>
<th>Prediction</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td></td>
<td>152</td>
<td>48</td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td>76</td>
<td>124</td>
</tr>
</tbody>
</table>

Table 5. Confusion matrix evaluation

Table 6. The result test of classification model

<table>
<thead>
<tr>
<th>Test</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>69%</td>
</tr>
<tr>
<td>Misclassification rate</td>
<td>31%</td>
</tr>
<tr>
<td>Recall</td>
<td>76%</td>
</tr>
<tr>
<td>Specificity</td>
<td>62%</td>
</tr>
<tr>
<td>Precision</td>
<td>67%</td>
</tr>
<tr>
<td>Prevalence</td>
<td>50%</td>
</tr>
<tr>
<td>F1 harmonic score</td>
<td>71%</td>
</tr>
</tbody>
</table>

3, look similar except for a delay of one day on the 12th day of the actual market curve. But it should be noted that the sentiments are used to predict the market of the following day. In order to prove the assumption regarding EMH, we calculate the Pearson Correlation [16] defined as:

$$r_{xy} = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2(\sum_{i=1}^{n}(y_i - \bar{y})^2)}}$$

where r is often referred to as the sample correlation coefficient, x_i and y_i are the ith measurements. In this research x is the data from actual market trends and y is the data from the prediction model. The Pearson Correlation between the curves in Fig. 3 is estimated to 65.7%. This confirms the semi–strong form of EMH that posited the current exchange rate of USD/IDR adapts rapidly to the release of all news public information. This result proves that public sentiment information can be a useful indicator and has a strong relation to the fluctuation of currency exchange rate as Fama stated about Efficient Market Hypothesis [3].

6. CONCLUSION

Building a prediction model using hybrid approach combining a carefully designed lexicon and a powerful supervised learning algorithm, this research has proven the efficient market hypothesis with an accuracy of predicted sentiment model of 69%. Pearson Correlation coefficient between the prediction sentiment trends and the actual market trends graph revealed a correlation of 65.7%, which
points to a semi-strong form of efficient market hypothesis. The sentiment scores are shown to be capable of predicting the movement of currency exchange rate quite accurately. The accuracy of prediction model can be further improved by combining other machine learning techniques or by adding different features to provide an even stronger indicator for the currency exchange rate movement. The study of Twitter sentiment analysis in exchange rate trends has shown how efficient market hypothesis can be harnessed to gain insights from data in various social media.
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