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I. INTRODUCTION  

  Recognition of Human Actions is a challenging task and 
has received significant amount of attention amongst 
researchers in this field [8]. Unlike analyzing such actions 
from still images, action detection from the temporal frames 
in videos provides an additional clue for recognition as a 
number of actions can be analyzed using motion 
information. Going by a human way of perceiving a fight 
video, we classify a fight video on the basis of certain 
observations such as changes in movement direction, 
velocity, acceleration in the consecutive video frames. In 
this paper, we make use of similar features for action 
recognition to detect fight scene in Hockey videos. 
  Video based action recognition has been explored with 
more attention by various researchers in computer vision 
community. A number of research work has been done in 
last few years. Guo et al. [4] have proposed the use of 
nearest neighbor and sparse linear approximation classifiers 
to classify covariance matrices based features for test 
videos. E.Bermejo et al. [1] proposed the well-known Bag-
of-Words approach, along with the use of two best 
descriptors currently available, MoSIFT and STIP for 

action recognition, specifically for fight detection. Cheng et 
al. [2] used a hierarchical approach based on Gaussian 
mixture models and Hidden Markov models (HMM) to 
recognize gunshots, explosions and car-breaking in audios. 
Video and GPS based trajectory classification [10, 11] and 
clustering [9, 12] has also been studied that could be used 
for anomaly detection. Giannakopoulos et al. [3] has 
presented a method for violence detection in movies based 
on audio-visual information that uses an audio-statistics and 
motion-orientation and magnitude features in video 
together in a k-Nearest Neighbor classier to decide whether 
a given sequence is violent or not. Andrej et al. [5] extended 
the connectivity of a CNN from simply the time domain to 
the spatio-temporal domain in his paper. This is a 
remarkable improvement in the domain of video analysis 
extending the use of CNNs from image recognition to 
analysis of video sequences. Simonyan et al. [13] 
introduced a Two-Stream Convolutional Architecture 
which uses spatial data and temporal data such as flow 
fields from sequential frames to recognize human actions.  
  Despite a significant works, video based action 
recognition is still a challenging task because of the 
complex nature of scene such as illumination changes, 
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clutter, occlusions etc. The movement or distortions during 
video acquisition and The variability in human action 
makes it more difficult to correctly recognize human 
actions. 
  In this paper, we have done a comparative study on the 
application of normal feedforward, fully-connected 
neurons to detect human actions from acceleration and 
deceleration patterns in a video and using Artificial CNNs 
in action detection from dense optical-flow fields obtained 
from the temporal frames in a video. Till now most of the 
work done in this field are mainly audio-visual approaches 
where both motion and motion orientation along with 
statistics of audio are analyzed to estimate the output. 
However, analyzing human action recognition on the basis 
motion analysis in videos has not been done using CNN and 
other deep learning approaches. The first part of this paper 
is mainly focused on extracting the displacement patterns 
from consecutive frames in a given amount of time, 
throughout the video. Acceleration and deceleration 
patterns estimated on the basis of Motion Blur in the 
temporal frames of the videos are fed into a fully connected 
neural network to learn the pattern for human action 
classification. Next, we extend CNN to estimating human 
action in video data.  

The neurons in Convolutional Neural Networks(CNNs) 
respond to features in a restricted region of space known as 
the receptive field. The receptive fields of different neurons 
partially overlap such that they tile the visual field. The 
response of an individual neuron to a feature within its 
receptive field can be approximated by a convolution 
operation. The Convolutional Layers in ConvNets inherit 
the ability to adapt themselves according to the input 
provided to them to produce the desired output and hence 
have the ability to extract the best features out of the input 
image. In our implementation we have used CNN because 
of the ability of ConvNets to efficiently fit non-linear data, 
the input to the convolutional layers is a stack of optical 
flow fields in a given amount of time.  

Multilayer perceptrons of Feed-forward Neural 
Networks with hard-limiting (signum) activation functions 
can adapt to complex decision boundaries. Unlike 
ConvNets, neurons in these layers are fully-connected and 
do not have a specific receptive field. In this paper we have 
tested the abilities of both the networks to classify human 
actions, in the same dataset. Self-regulating visual vigilance 
systems are highly dependent upon motion patterns of 
moving objects to find out distinct types of activities 
occurring within the range of sensor. Motion patterns of the 
objects can be quite explanatory and often used for various 
assignments, such as scene semantic analysis [14], highway 
traffic management [6], atypical activity detection [7], etc. 
 

II. FIGHT DETECTION USING FEED-
FORWARD NN 

  
A video is a stack of frames. A violent action in a video 

can be specified by a large acceleration or deceleration in 
movements. A large acceleration or deceleration can be 
analyzed by the amount of motion blur in the temporal 
frames of the video and by the pattern in its variation.  
  Motion blur is the apparent streaking of rapidly moving 
objects in a still image or a sequence of images such as in a 
video. It results when the image being recorded changes 
during the recording of a single exposure, either due to 
rapid movement or long exposure. Very fast movements 
usually have larger amount of motion blur in comparison to 
any normal movement in the video frames. Motion blur 
usually shifts the frequency spectrum of an image towards 
the lower frequency spectrum. Added to that feature motion 
blur also suppresses the gradient and sharpness of an image. 
These two features form a good estimator of acceleration or 
deceleration in a video. A good candidate to measure the 
gradient and sharpness of an image is the variance of 
Laplacian in the image. First we subtract two consecutive 
frames from each other to get a motion map, that is an 
image which is the summation of the Global and Local 
motion from two consecutive frames. Next we suppress the 
Global Motion in the image which is a result of camera 
movement and not action in the video and is hence not a 
good estimator of rapid action in the video. Whereas Local 
Motion is the result of local movements (dx) occurred in the 
video. Hence, this provides us with a measure of the amount 
of displacement in two consecutive frames. The frames per-
second provides us with (dt), that is the amount of time 
required for displacement (dx). Hence this way we get the 
motion velocity in two consecutive frames (dx/dy). If this 
is continued for all the frames in the video we get a measure 
of the continuous acceleration (d(dx/dt)/dt) and 
deceleration in the video. Here, in our work we have used 
Variance of Laplacian as a measure of the displacement (dx) 
in each motion map (I).  
  After enhancing the local motion in the differential image 
(I) we compute the power spectrum from two consecutive 
frames. It can be proved that when there is sudden motion 
in between two consecutive frames, the power spectrum 
image of the second frame will depict an ellipse. The ellipse 
orientation is perpendicular to the direction of motion, the 
frequencies outside the ellipse being attenuated. In our 
implementation we make use of the eccentricity of the 
ellipse which is dependent on the acceleration. 
 
2.1. 2D FFT(Fast Fourier Transform) 

The Fourier Transform is used to decompose an image 
into its sine and cosine components. The output of the 
transformation represents the image in the Fourier or 
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frequency domain, while the input image is the spatial 
domain equivalent. In the Fourier domain image, each point 
represents a particular frequency contained in the spatial 
domain image. In our implementation we compute the 
power spectrum of the frames using the 2D Fast Fourier 
Transform. 
 

Algorithm 1  Local Motion Enhancement Procedure

1 For every two consecutive frames I1,I2 do

2    A=I1-I2 

3    For each pixel p in A do 

4       Take 3x3 matrix around p 

5       Compute the variance Mp of the matrix.

6       M(p)=Mp \\ M being the variance mask. It 
provides the variance of each pixel w.r.t. its 
surrounding environment. The variance is likely to 
be higher for regions containing fight scene, i:e: 
local motion. 

7    EndFor 

8 \\ M has larger intensity in areas of local motion 
while very less intensity for areas with global 
motion. 

9    IM=M⊗A \\It enhances local motion and 
suppresses global motion. 

10 EndFor 

 

 

Fig. 1. Example of variance pattern of non-fight video. 
 
2.2. Radon Transform 

Radon transform computes projections of an image 
matrix along specified directions. In our implementation we 
have used projections from 0 to 180 degrees. It used to 
reconstruct the frequency data from 2-D FFT into a two 
dimensional form on which further calculations have been 
done. As stated above motion blur shifts the frequency 
spectrum of an image towards the lower frequencies. Hence 
applying a low pass-filter is equivalent to the motion blur 
in the image. When we subtract two consecutive frames I(i) 

and I(i-1) and suppress the global motion we extract the low 
frequency components from the image. 

 

Fig. 2. Example of variance pattern of fight video. 
 

 
Fig. 3. Example of motion map and FFT for non-fight video. 
 

 
Fig. 4. Example of motion map and FFT for fight video. 
 

Next, a 2-D FFT is used view the power spectrum of 
these low frequency components. Then Radon Transform is 
used to reconstruct the low frequency components from the 
power spectrum acquired from FFT and its vertical 
maximum projection vector (vp) is obtained and 
normalized to maximum value 1. The kurtosis (K) and the 
mean (M) of this vector is therefore taken as an estimation 
of the acceleration. An example of the Radon Transform of 
two consecutive frames in a fight video is shown below: 
Since kurtosis alone cannot be used as a measure, since it is 
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obtained from a normalized vector (i.e. it is dimensionless), 
the average power per pixel P of image C is also computed 
and taken as an additional feature. Without it, any two 
frames could lead to high kurtosis even without significant 
motion. 

 

III. FIGHT DETECTION USING CNN 
  

CNN in machine learning is a type of feed-forward 
architecture in which the connectivity pattern amongst the 
neurons is similar to the human visual cortex. CNNs make 
use of the fact that the input data consists of images and 
hence constrain their architecture in a more advantageous 
pattern. The neurons of these neural networks are arranged 
over 3 dimensions: width, height and depth. These networks 
usually consist of three layers (i) Convolutional Layer: This 
layer consists of multiple learnable filters that adopt their 
weights accordingly to extract a learnable feature from the 
input data. In our implementation we have used a 3-D 
convolutional Layer to process a stack of frames along 
spatial dimensions. The parameters used here are the 2-D 
dense optical flow fields in the temporal frames of the video 
and the time elapsed which is available from the number of 
frames per second in the video. (ii) Pooling Layer: This 
layer performs down-sampling operations along spatial 
dimensions to reduce the complexity of the data. The 
combination of the Convolutional Layers and the Pooling 
Layers give rise to Locally-Connected Layers. (iii) Fully 
Connected Layer: This layer is similar to the feed-forward 
neural network architecture. All the neurons here are 
connected each other. The output of the Convolutional 
Layer and the Pooling Layer is being learned by the Fully 
Connected Layer to give the desired output. 
 

 
Fig. 5. Example of FFT and radon transformation for fight and 
non-fight video. 
 
3.1. Dense Optical Flow 

Optical flow is a pattern in which visible objects are 
apparently moving. It is a measure of the relative motion of 
objects or edge or surfaces between the observer and the 
scene. In our implementation we use FarneBacks algorithm 

to compute dense flow fields of two temporal frames. The 
flow fields consist of a (dx) component and a (dy) 
component (i.e. the magnitude component and the phase 
component of displacement). These components can give a 
clear idea about the acceleration and the deceleration in the 
consecutive frames throughout the video. Unlike normal 
convnet models, the input to our model is formed by 
stacking optical flow displacement fields between several 
consecutive frames. Such an input clearly describes the 
motion between video frames, which makes the recognition 
easier. 
 

Algorithm 2  Feature Extraction Procedure

1 For every two consecutive video frames I1,I2 do

2   D(x,y,t)=I1(x,y,t)-I2(x,y,t-1) 

3   A(x,y,t)=D(x,y,t) \\ with enhanced Local Motion 
as mentioned in Algorithm 1. 

4   F(v,w,t)=FT(A(x,y,t)) \\ FT denotes 2D fourier 
transform. 

5   Apply Radon transform, 
R(d,θ )=Radon(f(v,w,t)) 

6   Normalize, P(θ)=max(R(d,θ)) 

7   K=Kurtosis(R(d,θ)) 

8   M=Mean(R(d,θ))

9 EndFor

10 Return Histogram(P, nbins), Histogram(K,nbins), 
Histogram(M,nbins). 

 
 

 
Fig. 6. VGG-16 Network. 
 

 
Fig. 7. Example of flow field extracted from fight video. 
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IV. EXPERIMENTAL RESULTS 
 

In this section, we present the outcomes obtained by 
applying our method on National Hockey League (NHL) 
dataset. 

 
4.1. Datasets and Ground Truths 

The dataset consists of 1000 video clips of NHL games. 
Each video clip consists of 50 frames. The resolution of 
each frame is 720 × 576. The video frames are labeled into 
two classes i.e. fight and non-fight. Each video clip is 
further divided into two consecutive parts consisting of 25 
frames each to increase the number of training samples. 70% 
of the total data is used to train the networks, 10% for 
validation and the left 20% is used for testing the trained 
models. The training and validation clips are randomly 
picked from the dataset. The data is randomly shuffled after 
each epoch for robust training and testing. 

 

 
Fig. 8: Example of video frames from dataset. (a), (b), (c) are 3 
consecutive frame of fight video. 
 
4.2 Fight Detection Results 

The results of fight detection in Hockey videos have been 
discussed in this section. 
 
4.2.1. Without CNN 

Here we discuss the classification results using a Feed-
Forward Neural Network. The network is trained with the 
features extracted from each video as mentioned in 
algorithm 2. All the data are first normalized and zero 
centered before training and the network weights are then 
initialized using Xavier initializer. Next the network is 
trained using RMSprop with a learning rate of 1 exp -2 and 
a decay rate of 1 exp -6. The batch size is fixed and equal 
to 16. A dropout of 20% is introduced after every dense 
layer while training to prevent the model from overfitting. 
Figure 9 shows the accuracy using feed-forward NN by 
varying number of epochs. It can be observed from figure 
that accuracy does not improve sufficiently after 200 
epochs and the accuracy of 56.00% has been recorded. 
 

 
Fig. 9. Accuracy using feed forward NN by varying number of 
epochs. 
 
4.2.2. With CNN 

In this part of the discussion, we observe the 
classification results using a deep CNN. The CNN 
architecture used for classification is the VGG16 
framework. The network is initialized and trained in a 
similar manner as discussed in Section 4.2. Figure 10 shows 
the accuracy using VGG16-Net by varying number of 
epochs. After 550 epochs the performance does not change 
and the accuracy of 75.00% has been recorded using 
VGG16-Net. Figure 11 shows the comparison of simple 
feed-forward NN and VGG16-Net. The VGG16-Net 
performs better as compared to simple feed-forward NN. 
 

 
Fig. 10. Accuracy using VGG Net by varying number of epochs. 
 

 
Fig. 11. Performance comparison of Feed Forward NN and VGG 
Net. 
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V. CONCLUSION 
  

Violence detection in videos can be useful in order to 
prevent children from such content that can put ill effect on 
their minds. Effective systems can be built and embedded 
into video players/browsers assuming the viewers are 
children so that unsuitable content is restricted from being 
viewed. In this paper, detection of fights in Hockey videos 
has been done using blur and radon transform with the help 
of feed-forward NN. The performance has also been fine-
tuned using pre-trained VGG16 deep CNN. The 
performance of simple feed-forward NN is recorded as high 
as 56.00%, whereas after fine-tuning using VGG16-Net the 
performance increases to 75.00%. In future, more complex 
videos could be analyzed to design more robust system. 
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