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ABSTRACT
Images are an important element in patents and many experts use images to analyze a patent or to check differences between patents. However, there is little research on image analysis for patents partly because image processing is an advanced technology and typically patent images consist of visual parts as well as of text and numbers. This study suggests two methods for using image processing: the Scale Invariant Feature Transform (SIFT) algorithm and Optical Character Recognition (OCR). The first method which works with SIFT uses image feature points. Through feature matching, it can be applied to calculate the similarity between documents containing these images. And in the second method, OCR is used to extract text from the images. By using numbers which are extracted from an image, it is possible to extract the corresponding related text within the text passages. Subsequently, document similarity can be calculated based on the extracted text. Through comparing the suggested methods and an existing method based only on text for calculating the similarity, the feasibility is achieved. Additionally, the correlation between both the similarity measures is low which shows that they capture different aspects of the patent content.
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1. INTRODUCTION

The amount of technological information available is increasing rapidly and the economic value of information has become an important factor. In this situation, users need to find relevant information that they want and Information Retrieval (IR) has become one of the major technologies in Information Technology (IT).

In this situation, various technologies have been developed and the technologies have been shared easily through the Internet. It has become one of the most important elements in the information society to protect Intellectual Property (IP) which means protecting the right of the creative work of the inventor. There are several legal mechanisms to ensure IP rights and one of them is the patent. According to the World Intellectual Property Organizatio [1], a patent is an exclusive right for exploiting an invention which is a new solution or a new method for a problem. Additionally, it includes various technologies in most industries and fields. Therefore, it is necessary to regard patents as a source of information which can indicate new technologies, trends and the direction of research through automatic analysis. Due of these reasons, IR and text mining are important technologies in the patent area. To put it simply, IR is used to search related studies or to check for similar inventions. This helps to avoid double investment for developing new technologies. Furthermore, retrieval technology can be used to search for relations between patents and identify e.g. patent landscapes. Additionally, the content of patents is analysed in order to make it possible to retrieve them. In patent documents, there are different elements such as description, claim, image, IPC1, document number and so on. According to the article [2], patent users consider images in patents as an important element for patent searching. In particular, the patent image is one of the most regarded sections
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during the results assessment at least for many technological areas. Besides, the patent users opinion is that image search is one of the most desired functions for future patent search systems. According to the article [3], when patent experts are searching for a patent through a search system, they can distinguish a related patent document by images in the list for searching the document. It is possible to save a lot of time and useful for searching the document. Because of this reason, there are studies about classifying the patent image for each type [4], [5]. Lastly, the article [6] shows that images are one of the most important elements for trend mining in the patent through interview with information professionals working in the patent domain. Therefore, patent images are an important element in the patent document and it is possible to use images to analyse the patent.

However, image processing technology is hard to use difficult technology within IT and requires much processing power. So, most research on patent retrieval has been dedicated to text because text technology is more mature and easier available than image processing. There are a few research reports on patent retrieval using image processing [4], [5], [7]. The main objective of the study is to suggest two methods based on the image analysis for patent retrieval and then to calculate the document similarity between the suggested method and an existing method. If the result shows a difference in document similarity, it could be used as a new method for the patent retrieval. The new methods based on image analysis are shown below:

- **SIFT-Algorithm**: The analysis based on image processing technology is applied to the patent images
- **OCR-Text**: This part of the analysis is based on text extracted from the patent images

The first method works with the SIFT algorithm to analyse the patent document by using only the images. It uses the image feature points to calculate similarity between documents. And, the second method works with the OCR technology to analyse the patent document by using the text which is extracted from an image. It uses the same method as the existing text based analysis after extracting text from the images. When the results of these methods are compared, it could be shown how different the results of the new methods and the existing method are. Our study uses the document similarity to compare them.

### 2. RELATED WORK

#### 2.1 Text Preprocessing

**2.1.1 Preprocessing**: Preprocessing is a method to improve the effectiveness of text processing. There are many methods for preprocessing. This subsection will provide detailed explanation about the basic and most important elements of text operations. The article [8] mentioned three basic tasks: Tokenization’, ‘Stop word elimination’ and ‘Stemming’. Tokenization divides the string instances of a text into the smallest possible meaningful units. Sentences are divided into words. Usually, it is carried out by using spaces and other delimiters between words to separate units. There are some words which do not carry significance for a document within the context of information retrieval even if they appear frequently. These words are called ‘stop words’ and should be removed. Usually, a stop word list is used to remove them. This language specific list consists of articles, prepositions, pronouns, be-verbs conjunctions and so on. The last processing step is stemming. There are many different forms of the same word in a document such as ‘play’, ‘plays’ and ‘playing’. Even if they have the same meaning, their grammatical form is different. By applying stemming, it is possible to reduce the words to their stem and therefore to classify the different forms of a word accordingly [9].

#### 2.1.2 Weighting

Simple pattern matching and Boolean operations do not lead to good results in search. Instead, results should be presented as a ranked list according to their degree of relevance. Thus, it is necessary to find information for the ranking. Term weighting has been used to resolve this problem and there are three main components [10].

Term Frequency (TF) is to give weights by term frequency in document. That is, if a word appears more often in a document, it seems to represent the content of that document better. So, the document weightings by TF seem to represent values of the document. This is referred to as the bag of words approach because only occurrences of words are considered not their order [9].

The Inverse Document Frequency (IDF) is used to reduce the weight of a word which has a high frequency in all documents. According to Zipf’s law [11], words which appear frequently could be less important for content representation in information retrieval. So, it is necessary to identify the importance of a specific word in all documents. The formula below shows methods how to calculate IDF. $N$ is the number of total documents and Document Frequency (DF) is the number of documents which has a specific word(t). Also, one is added for preventing a division by zero(0).

$$
IDF(t, N) = \log \frac{|D|}{|D_t|}
$$

All documents have a different number of words. When calculating the weights without document normalization, it could cause a problem. For example, the first document has a total 100 words and the second document has a total 200 words. When searching a specific word, the first document has the 20 words and the second document has the 25 words. Even if the second document includes the specific words more frequently than the first document, the first document shows a higher frequency of the specific word. The document normalization resolves this problem and provides the same conditions to all documents in order to calculate weighting.

**2.1.3 Vector Space Model**

Vector space model is the model in which a set of documents is represented as vectors in the vector space. It is
used for various information retrieval calculations such as document similarity, classification, clustering, indexing and so on [9]. A document is represented as a vector and each word is represented as one dimension. Therefore, if a document has a specific word, the value of the corresponding dimension about the specific word is not zero(0). The value of dimension is the term weight in a document. Usually, TF-IDF method is used for calculating the weighting of each word in a document.

2.2 SIFT-Algorithm

The Scale Invariant Feature Transform (SIFT) algorithm is one of the most famous algorithm to extract features from an image. The most important characteristic of SIFT is that it is possible to extract invariant feature points without impacting size, direction, noise and change of image. This character is an important point to understand the basic logic of SIFT. In the SIFT algorithm, there are two big steps. One is feature extraction, the other one is feature matching. The feature extraction is to extract feature points from an image and the feature matching is to find matching points between the images.

2.2.1 Feature Extraction

This step is to extract feature points from an image. There are four tasks in this step.

- Scale-Space Extrema Detection
- Keypoint Localization
- Orientation Assignment
- Keypoint Descriptor

The Scale-Space Extrema Detection task is to extract candidate points which could be the feature point. There are three steps in this task. One is to calculate the Gaussian pyramid [12], the other one is to calculate the Different of Gaussian (DoG) [13] and the last one to calculate the candidate points. The image pyramid is used for a character of a scale invariant and the Gaussian pyramid is one method to make the image pyramid. It has advantages to create image pyramid fast and it only needs small memory capacity. Gaussian image is created by applying the Gaussian filter which has a variance to an image through convolution. The DoG is calculated by different of these Gaussian images. The number of the DoG are decided as much number of Gaussian image minus one. The last step is necessary to have three adjacent DoGs to calculate the points. When comparing the query point and the target points, if the query point has an extreme point which are the highest or lowest from all target points, the query point is extracted as the candidate point.

The Keypoint Localization task is to find the feature point from the candidate points. In this task, there are two steps. One is to remove a low contrast key point and the other one is to remove an edge point. Taylor expansion [14] and Harris corner detector algorithm [15] are used in each step.

The Orientation Assignment task is to calculate direction and size of the feature point in order to find a matching point between images which has a difference direction. 16×16 pixels, which are nearby a feature point, are used to calculate the value of direction and size of the feature point. In this task, if there is a value which is over 80% of the maximum value, it can be another the orientation value of the feature point. That is, it is possible that one feature point has several orientation values.

Through previous tasks, an image location, scale and orientation to a feature point are calculated. These parameters are for 2D coordinate system. The Keypoint Descriptor task is to calculate a vector of the feature point in order to have an invariant character in illumination or 3D-viewpoint. The normalization of orientation is used for the illumination invariant. The 16×16 gradient are represented by the 4×4 gradient and it has 8 directions. Therefore, the descriptor vector has 128-dimensions.

2.2.2 Feature Matching

The feature matching is to find matching feature points between two images. Usually, a query point means a input feature point and a target point means a comparison target. The Euclidean distance is used to calculate the matching point. The minimum value of distance is the matching point. According to the article [13], there were many wrong cases when finding the matching point by using only the distance. So, a method is used to calculate the matching point. The method is that if the rate between the first minimum distance and the second minimum distance is over 0.8, the feature point can’t use as the matching point. Therefore, the result of matching points depends on the query point due to calculating relatively.

2.3 OCR-Text

Optical Character Recognition (OCR) is one of the pattern recognition technologies and it began from the method to recognize a character by the pattern matching. It is a technology that a image, which is painted by human or computer, changes to a code that a computer can recognize. According to the article [16], OCR is used in various fields such as Invoice imaging, Banking, Optical Music Recognition (OMR), CAPTCHA and so on. In particular, OCR is often used to extract text from a image. There many OCR programs based on the open-source. Tesseract [17] is the most popular engine and has the powerful performance to extract text from image. Hewlett-Packard(HP) developed the Tesseract in 1984. The Tesseract has been upgraded consistently and HP released the open-source based the Tesseract in 2005. Now, Google is supporting some part of the Tesseract.

There are four steps in the Tesseract. The first step is to make a binary image by using a thresholding of image. This step is to change an image to a code that computer can recognize. The second step is to analyze connected components of the binary image and to extract outline of the components. The connected components mean the number of component to identify the shape of one letter. For example, Letters ‘i’ and ‘j’ has two components and letters ‘a’ and ‘b’ has one component. Because of this step, Korean is harder than English to extract the text from the image. The third step is to systematize the components by analysing a text line and then the text is divided as a unit of word by space between letters. The last step is to recognize the divided word by the unit of word or page.
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2.4 Image Processing in Patents

So far, there exist only a limited number of approaches for including visual information in patent search. One examples is the similarity search in the system PatMedia [18]. First experimental systems for concept based graphic search have been developed [19]-[21].

SIFT-like local orientation histograms have been applied to represent images from patents in Fisher-Vectors [4]. Within a shared task in the framework of the CLEF-IP evaluation, the best retrieval results were obtained by integrating textual and visual information in late fusion approaches [3]. An overview for the classification of types of images (photograph, flow-chart, technical sketch, diagram, graph) is provided by the article [22]. Given the heterogeneity of images in patents, this research is also highly relevant for patent information retrieval.

3. PROPOSED ALGORITHM

3.1 Data Collection

The main objective is to collect text and image data. In particular, the collection of separate images separated in order to apply the image processing techniques. Usually, almost every patent office provides textual information about patent documents. On the other hand, it is difficult to find a patent office that provides patent image data online. This part focuses on how to collect image data.

Two databases are used to collect text and image data:

- **WIPO Database**: To collect XML which has text and image information
- **Google Image Database**: To collect images by using information in XML

There are two processing steps necessary. One is to get the XML files from the WIPO database. The other one is to get the corresponding image files from the Google image database. With this method it is possible to collect image data by using image file information from the XML file obtained for each patent. WIPO provides patent documents from various countries such as US, Canada, Europe and so on. However, only the US data was used for the whole task. That is because sometimes there is no image data in the Google image database in patents from outside the US. The first step is the Web crawling to collect zip files which contain the XML files. The next step is to extract the XML file and to get the image information by using a DOM parser [23]. The last step is to collect images by using the URL which combines the Google database URL and the image information.

For this experiment, the query ‘Contact Lens’ was used. The article [24] shows the trend of contact lenses in the patent field from 1994 to 2014. Even if a contact lens is considered a medical device, many people have used the lens for various purposes such as to change the color of their eyes, to avoid glasses and so on. So, research on contact lenses has been rapidly growing since 2010. Documents are collected as XML files from the WIPO Web site and images are collected from the Google image database. Table 1 shows the result of the query.
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**Table 1. Number of documents and images by query**

<table>
<thead>
<tr>
<th>Total Documents</th>
<th>Total Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,116</td>
<td>9,993</td>
</tr>
</tbody>
</table>

3.2 Text Processing

As can be seen in Fig. 1, this section deals with the processing to extract texts which has image information from the description part in the documents before the indexing task. It is one of the main sources of OCR text. There is textual information about images in the description part in the document. Fig. 1 shows the image and the paragraphs in the description which explain the image in the document. In the image, each number points to a specific part through a line or an arrow. In the description of the documents, there is text which explains the meaning of numbers or how to use that part. However, it is not obligatory to explain every number and image in the description. There are three major tasks to extract the text which contains image information.

- To collect separated figure numbers
- To collect numbers in each image
- To extract text based on the number in an image

XML tags were used in order to carry out this task. In XML, there are three kinds of tags which identify image information and they are added to the standard XML file from WIPO [26]. The first task is to extract a figure number list by using the tag ‘figref’. This is done in order to identify how many figure numbers there are in the description. In a patent document, there are two kinds of words to represent a figure number. They are ‘Fig’ and ‘Figs’. ‘Fig’ means that there is one figure number and ‘Figs’ means that there are more than two figure numbers. In ‘Fig’, to get a separated figure number, the text of the tag can be used without being modified. On the other hand, the figure number text needs to be modified when using the ‘Figs’ tag. There are three different types which represent ‘Figs’ seen below Table 2.

![Diagram](diagram.png)

**Table 2. Three types to represent ‘Figs’**

<table>
<thead>
<tr>
<th>Type</th>
<th>Existing Figure</th>
<th>Separated Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Figs. 1 and 2</td>
<td>Fig.1, Fig.2</td>
</tr>
<tr>
<td>2</td>
<td>Figs. 1 to(-) 3</td>
<td>Fig.1, Fig.2, Fig.3</td>
</tr>
<tr>
<td>3</td>
<td>Figs. 1, 2, and 5</td>
<td>Fig.1, Fig.2, Fig.3</td>
</tr>
</tbody>
</table>
The second task is collecting numbers in images by using the tag ‘b’. As mentioned above, the ‘b’ tag includes wrong numbers. These numbers are not numbers in the image but figure numbers. Therefore, the main task is to collect ‘b’ tag list which is a list of numbers in an image. Also, this will be operated along with another work to find a letter which is included in the number instead of tag ‘i’. The first step is to find a number in a sentence. At this time, if it finds a number appearing together with the word ‘Fig.’, it would ignore that number and find the next number until the number doesn’t involve the word ‘Fig.’. If it finds a number in a sentence, the next task would be to gradually compare the numbers in the ‘b’ list and the numbers that it found. At this time, letters and characters without numbers are removed from the number in a sentence. And then, if a number which is the same as the one in the ‘b’ list is found, the number in the sentence will be extracted with letters and characters that are appearing together with the number.

The last task is the text based collection of numbers in the image. The numbers in the newly created ‘b’ list are used to achieve that. This work to extract text by using numbers from the ‘b’ list is similar to the second step mentioned above. First of all, it finds a number which is the same as a number in the ‘b’ list in the sentence. After finding the number, the text appearing in front of the number is extracted from the beginning of the sentence. And then, the starting point is set after the number in order to extract the text appearing after the number occurrence. These processes are repeated until there is no number left in the ‘b’ list.

Fig. 2 shows the result of the text processing by using one patent document [25]. Fig. 2(A) shows the total list of figure number in the document and the list of numbers in image for each figure number. And, Fig. 2(B) shows the total list of numbers images in the document and the list of text appearances of these numbers for each number.

3.3 Image Processing

3.3.1 OCR Text

OCR-Text is a methodology used to extract text from images. In this part, the main objective is to extract text and numbers from patent images by using OCR. Tess4j is a Tessaract [17] based Java library and provides powerful OCR performance for Java applications [27]. Besides, it is possible to improve the rate of recognition of text in images by using the jTessBoxEditor by training the system according to the font style [28]. Unfortunately, it is very difficult to use jTessBoxEditor for patent images because there are so many kinds of font style [5].

Fig. 2. The result of the text processing

Fig. 3 shows the process of extracting text from image by using Tess4j. According to the first result, there extracted letters are noise. Therefore, for the final results of the text extraction from images only text not including letters such as special symbols are used. Sometimes, a patent image contains text in other orientations. This means that some images have a 0-degree angle and others have a 90-degree angle. Therefore, in order to extract the text from all images, the algorithm was operated four times from different angles (such as 0°, 90°, 180° and 270°). Also, sometimes more than two images are concatenated on one page. This could lead to recognition problems while analyzing the images. The article [7] suggests the method to separate the images of one page with several images. However, this method can only extract a drawing without the figure numbers. Figure numbers are very important elements in image processing.

The next task is to extract text from the result of the text processing by using the extracted numbers. The result of the text processing is needed to extract text by using OCR because a patent image has very little textual information. Besides, almost all information consists of numbers. Therefore, this step suggests a new method for extracting textual information from the description by using the result of OCR and the text processing. According to Fig. 2(B), each number has some text which is associated with numbers. Therefore, it is possible to extract text through a comparison of the extracted numbers resulting from OCR and numbers resulting from text processing. Besides, an extracted figure number is also used to extract text. Fig. 2(A) shows the list of numbers extracted from figures. It is possible to extract numbers in images by using the extracted figure number. Using these numbers could resolve the problem of the missing of extracted information by using OCR. This leads to two kinds of text which are gained through the OCR operation. One is text which is in an image and the other text is the result of aligning the images and the parts within the images to the text references and subsequently to the text referring to the parts within the image.

3.3.2 Image Feature

The SIFT algorithm has a very good performance and it is one of the most popular algorithms for extracting features from images. Therefore, this algorithm was used for this step. Besides, other research has used the algorithm for analyzing images in the patent field [4], [5], [7]. SIFT is particularly useful for applications to patent images. It extracts unique features that never change even though the image size and direction might be modified. This means that it is possible to compare images which have different sizes or directions. As mentioned above, sometimes the patent image has a different direction or two images are printed on one page. It means that even if two images are very similar, they could have different size and direction. These elements could lead to unsatisfying outcomes when comparing the images. However, using SIFT allows the comparison of images without this problem.

OpenIMAJ5 [30] is used for the application within this task. It is a JAVA library for image processing. There are two main steps when comparing images with the SIFT algorithm. One is finding features from the images and the other one is matching these features between images. When extracting features from the images the ‘DoGSIFTEngine’, which is provided by the OpenIMAJ, is used. A detailed description of its implementation is given in by the article [31]. However, there is a disadvantage using this algorithm. It is too slow compared to other feature algorithms. In order to match features, the task to finding features needs to be carried out numerous times. The article [7] suggests a feature database based on image features for an image search service. This method first extracts the features from the images and then computes the feature data. The feature data consists of five parameters (such as X-axis, Y-axis, scale, orientation and 128-dimension image vector). When entering an input image, features from the image are extracted and compared with existing features in the feature database. By using this method, it is possible to reduce repeated computing processing when calculating the matching features.

After finishing the feature matching, the algorithm is used to calculate the rank by document similarity based on image features. Before calculating the rank, it has to calculate the document similarity first. Dice’s coefficient [32] is used to calculate the similarity. When values have the collective characteristic of mathematical structures, it is possible to apply the values to Dice’s coefficient. Besides, all documents have different numbers of images. So, it is necessary to normalize the similarity values. The simplest method is to use the average to compute the overall value. In the future, the maximum value of an image should be evaluated to calculate the value for a document.

\[ s(a,b) = \frac{2 \cdot N_{ab}}{N_a \cdot N_b} = \frac{2 \cdot \text{feature}_a \cdot \text{feature}_b}{\text{features}_a \cdot \text{features}_b} \]  

(2)

3.4 Text Index

3.4.1 Preprocessing

When trying to make an indexing file by using only these methods for the first time, over 30,000 words as features are extracted in one vector space model. If the number of features is too high, it could possibly cause some problems such as ‘Curse of Dimensionality’ [33]. The article [34] emphasizes the significance of noun phrases in patent documents. Therefore, extracting noun phrases from the text could be a good method to resolve the problem of the ‘curse of dimensionality’.

The article [35] suggests a method to extract noun phrases by using the POS tagger from Stanford [36] during preprocessing. There are three steps for preprocessing.

The first task is to remove unnecessary letters, which are called ‘Delimiters’, from the extracted text. For that, a function is applied which is called ‘removeGarbage’ and which is provided within the ‘WordTokenizer’ by WEKA6.

The second task is to extract the noun phrases from the extracted text by using the POS tagger. The Stanford library provides different kinds of POS taggers. For this task, ‘english-left3words-distim’ is used due to its fast processing speed. The POS tagger is used to extract the noun phrases based on n-grams; unigrams and bigrams. Unigrams are used to analyze text by every one letter and bigrams are used to analyze it by every two letters. According to the article [34], using the combination of both unigrams and bigrams is as features is beneficial. So, this task uses the POS tags based on the combination of unigrams and bigrams.

The last task is to use the stemming and stop word in order to remove unnecessary words. Apache Lucene7 provides ‘Snowball’ [37] which is a framework for stemming. Stop word elimination is the process of removing words that do not carry any information, even if they appear many times. The University of Neuchatel8 provides some kinds of stop word lists based on the languages of several countries. A stop word list consisting of 571 words in the English version is used.

3.4.2 Indexing

This task includes the creation of make three kinds of indexing file: ‘Full text’, ‘Num text’ and ‘OCR text’. The first step is to call text data from the XML by using a DOM-parser. For this step, the document and OCR text XML files are used. The document XML includes three kinds of tags in description. One is the ‘p’ tag represents a sentence and the other one is ‘figref’ and ‘b’ tag to represent image information. In order to collect the full description text, the ‘p’ tag is used. The ‘figref’ and ‘b’ tags are used to collect only the sentence which has image information. And, it uses the OCR XML file to make the indexing file based on OCR text. The second step is to apply each collected text to the preprocessing described. After then, the last step is to make indexing files based on the three kinds of text.


3.5 Vectorization

3.5.1 Weighting

TF-IDF is used for this task. After computing the value of TF-IDF of one vector, it has to be normalized based on the document length to provide the same conditions to all vectors. This means that each value of TF-IDF in one vector is divided by the total TF-IDF value of the corresponding vector.

Table 3. The number of documents and features

<table>
<thead>
<tr>
<th>Name of Documents</th>
<th>Number of Documents</th>
<th>Number of Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Text</td>
<td>1,116</td>
<td>14,915</td>
</tr>
<tr>
<td>Num Text</td>
<td>1,116</td>
<td>5,609</td>
</tr>
<tr>
<td>OCR Text</td>
<td>1,116</td>
<td>22,812</td>
</tr>
</tbody>
</table>

3.5.2 Ranking Method

A ranking method is used to calculate the similarity between documents by using the Kullback-Leibler (KL) divergence [38]. It is a method to compute the difference between two probability distributions.

According to Table 3, the number of features in OCR text is the largest because the OCR text has more unique nouns than the Full-text and Num-text. When looking at Fig. 3, it is possible to check whether incorrect text is extracted by potential computation errors of the OCR system. Even if these words have no meaning, they are recognized as a unique noun. So, Table 4 shows that there are 16,120 features which appear once in the OCR text and these features are unnecessary and the similarity can be computed without them. That is because it is possible to calculate the KL divergence when both the p(x) and q(x) have no zero value in the corresponding feature. Therefore, the influence of these features on the result is negligible.

Table 4. The number of appearance about features

<table>
<thead>
<tr>
<th>Number of appearance</th>
<th>Full Text</th>
<th>Num Text</th>
<th>OCR Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 time</td>
<td>3,947</td>
<td>1,865</td>
<td>16,120</td>
</tr>
<tr>
<td>2 times</td>
<td>949</td>
<td>784</td>
<td>2,264</td>
</tr>
<tr>
<td>3 times</td>
<td>312</td>
<td>427</td>
<td>964</td>
</tr>
</tbody>
</table>

3.6 Comparison Method

The comparison method includes the calculation of the similarity among the four results based on rank. The results are the Full-text based rank, Num-text based rank, OCR-text based rank and rank based on image feature. In order to compare them efficiently, only part of the ranking result, in particular the top 10, 15, 20 and 25 documents are selected for this method.

Before starting the comparison method, a problem has to be considered when calculating the rank by matching features. There are too many repetitions of the algorithm. When extracting the features from images, the algorithm needs to run 9,993 times which the number of total features of an image. On the other hand, when matching features, it is computed over 9,993 times for each of the 1,116 documents. As this requires too much processing power, an alternative method is suggested.

The new method is to choose some documents for applying the comparison method. When considering the computation time, it was decided to choose 50 documents by using rank based on the text. First of all, the documents are collected from the ranking top 10 about the first document in the each result. So, it is possible to collect a total of 31 documents. 30 documents are from the top 10 documents in the three results and one document is the first document. After removing duplicated documents, the number of collected documents is 25. The other 25 documents are collected randomly.

In order to compare the results based on rank, the Spearman rank correlation coefficient [39] is used. It is one of the correlation analysis methods which are based on rank. The last step compares now the ranking results.

4. EXPERIMENTAL RESULTS

The range of the result values of the Spearman correlation coefficient is -1 to 1(-1 ~ 1). Generally, there are three potential outcomes of a correlation analysis. One is a positive correlation, the other one is a negative correlation and the last one signifies no correlation. When the value is zero(0), it is uncorrelated. The article [39] suggests the correlation coefficient interpretation by range of value.

Fig. 4 shows the correlation values between the results. According to the mentioned measurement method, negative values means that there is no similarity. Therefore, this analysis method should consider only positive values. First of all, it shows correlation values between rank based on image and text based rank through the first three data bars. On average, these values are located in -0.3 to 0.3. Even if some values, such as the first bar (blue) in rank 20, 25 and 30 as well as the second bar (orange) in rank 30, are over 0.3 or -0.3, they are negative value or close to 0.3. According to the article [32], the correlation of these values show a negligible correlation. Secondly, when extracting text data for the OCR-text, it uses Num-text. So, it shows that the sixth data bar (green) located from 0.5 to 0.7 on average. It means that the OCR-text and Num-text have a moderate positive correlation. And, the fifth bar (dark blue) are located in 0 to 0.3. This means that there is little relation between the OCR-text and the Full-text. Lastly, Num-text consists of some sentences of the Full-text. However, when comparing text length between them, the difference between them is large. Table 4 shows that the difference of the number of words between Full-text and Num-text is larger than.
the difference of Num-text and OCR-text when removing words which appear only once. On average, the fourth bar (yellow) shows values from 0.3 to 0.5 and this means that they have a low positive correlation. Through this analysis, it is possible to check whether there is little relation of document similarity between image based and text based information retrieval. Besides, the OCR-text and the description have a negligible correlation. This means that the information extraction based on image processing could provide different results when compared to text based extraction. Also, even if the OCR-text and Num-text have a moderate correlation, their results are different when comparing with the Full-text. On average, the OCR-text shows a correlation value lower than the Num-text. Therefore, using the text extracted by OCR and the text related to images could be useful in patent information retrieval.

5. CONCLUSION

A patent image is one of the important elements in a patent document. Many patent experts use patent images for patent retrieval or analysing a patent. However, most often images need to be assessed manually because image processing technology is not readily available for patent retrieval and analysis systems. So, almost all research for patent retrieval is based on text and meta data elements based on text such as the IPC class.

This study suggests two image based methods for patent retrieval using image processing. One method uses the SIFT algorithm and the other method integrates OCR. The first method is to extract features from images by using the SIFT algorithm and then to calculate the similarity of documents through matching features. The other method is to extract text from images by using OCR and then calculate the similarity of patent documents through the existing text based method. Through comparing the document similarity between the suggested methods and a standard text based method, it is possible to check whether the new methods could be used for the patent retrieval and how different the result would be.

According to our results, the relationship between two methods and the existing methods are small. The correlation values are negligible. The method of using the SIFT-algorithm shows the largest difference to the standard text based method. The other method to use OCR also shows a difference with the existing method. Overall, the difference of the results between image based methods and text based method for patent retrieval is evaluated. The methods could prove useful for patent retrieval. They should be integrated into future patent search and analysis systems.

However, there are some drawbacks in the experiment. First, the accuracy of OCR is low for images in patents. Patent images are sometimes hand drawn. Besides, there is no standard format for the letters. This leads to many kinds of handwriting in patent images. If various handwriting styles in the patent image could be previously trained and used for the pattern matching, it would be possible to improve the quality of the OCR output. However, it is unlikely that such training can be provided.

Second, the SIFT-algorithm can be applied in different ways. In this study, the SIFT algorithm was used in a straightforward way. There is research using the SIFT-algorithm to classify different types of images. This led to high accuracy of over 95% [3]. If the document similarity based on the SIFT algorithm is calculated for each type of image after classification images, it could be possible to improve the result.

Currently, image processing is using more and more methods from Deep Learning which could also be applied to images in patents.
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