
KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 1, Jan. 2017                                    272 
Copyright ⓒ2017 KSII 

The Robust Derivative Code for Object 
Recognition 

 
Hainan Wang1,4, Baochang Zhang1, Hong Zheng1, Yao Cao1, Zhenhua Guo2,  

Chengshan Qian3 
1 Science and Technology on Aircraft Control Laboratory, Beihang University, Beijing, China 

[bczhang@buaa.edu.cn; whnhnhn@163.com; julyana@buaa.edu.cn;] 
2Graduate school of Shenzhen, Shenzhen, Tsinghua University 

[zhenhua.guo@sz.tsinghua.edu.cn] 
     3School of Computer & Software, Nanjing University of Information Science & Technology, Nanjing, China 

[qianchengshan@nuist.edu.cn] 
4 School of Mechanical Engineering, Guizhou University, Guiyang, China 

*Corresponding author: Baochang Zhang 
 

Received August 10, 2016; revised October 23, 2016; accepted November 13, 2016; 
 published January 31, 2017 

 

 

Abstract 
 

This paper proposes new methods, named Derivative Code (DerivativeCode) and 
Derivative Code Pattern (DCP), for object recognition. The discriminative derivative code 
is used to capture the local relationship in the input image by concatenating binary results 
of the mathematical derivative value. Gabor based DerivativeCode is directly used to solve 
the palmprint recognition problem, which achieves a much better performance than the 
state-of-art results on the PolyU palmprint database. A new local pattern method, named 
Derivative Code Pattern (DCP), is further introduced to calculate the local pattern feature 
based on Dervativecode for object recognition. Similar to local binary pattern (LBP), DCP 
can be further combined with Gabor features and modeled by spatial histogram. To 
evaluate the performance of DCP and Gabor-DCP, we test them on the FERET and PolyU 
infrared face databases, and experimental results show that the proposed method achieves a 
better result than LBP and some state-of-the-arts. 
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1. Introduction 

Biometrics deploy the physiological characteristics of people such as face, iris, 
palmprint, gait, for identity recognition, which provide more stable ways than other 
traditional methods such as PIN, Key, ID cards [1,2,3,4]. With the development of the 
information technology, Biometrics technologies had changed human life, i.e., face 
recognition is widely used in the video surveillance. Faces and palmprint images contain 
much detailed information to discriminate between different people [5,6, 7]. Especially, the 
rich intensity information in the texture images varies because it suffers from changes of 
illumination settings, viewpoints, and occlusions[8,9,37-39].  

Many statistic methods such as principal component analysis (PCA) [19, 20], linear 
discriminant analysis (LDA) [21, 22], kernel principal component Analysis (KPCA) [23] 
and kernel fisher discriminant analysis (KFDA) [24] have been widely investigated due to 
high efficiency to capture variance information among the training set. The PCA-based 
techniques exploit the low-dimensional representation of the objects, while discriminative 
LDA-based algorithms deal directly with the discrimination between classes. In the local 
kernel analysis (LFA) technique, a dense set of local-topological fields are developed to 
extract local features. To get more detailed description for faces or palmprint, steerable 
filters [1,4] or Gabor filters [35, 36] are proposed to extract the scale and orientation 
information contained in the input images. However, the filter’s response of the input 
image is not very desirable as noise or variation exists in the input object. Many other 
approaches are proposed to compute the more stable features, such as sparse representation 
[5, 6,11,17, 31-34], which employed sparse coding of original features. As another 
effective way, the ordinal method can calculate the sign of the response value. For example, 
local binary pattern (LBP) and its variants have become those of the most popular ways 
toward high performance by modeling the distribution of the local pattern features [7]. LBP 
is calculated based on the derivative binary pattern feature, which calculate the relationship 
between one point and its neighbors. The performance of the LBP histogram on texture 
understanding and object recognition shows that the derivative information can be a 
powerful way for object representation. In this paper, we investigate the derivative binary 
code for object recognition, based on which a new local pattern, named derivative code 
pattern (DCP), is further introduced to calculate the local pattern information for face 
recognition. 

To evaluate the proposed methods, we focus on face and palmprint recognition problems. 
In the palmprint identification, Gabor ordinal feature [8] is the state-of-the-art method, 
which is used to validate our method, as the proposed method can also be considered as 
new ordinal feature. In face recognition, LBP has been widely used in the field of face 
recognition [7, 9, 10], which achieves much better performance than other traditional 
approaches, such as Eigenface, Fisherface, and so on. To further validate the performance 
of the proposed method, sparse representation classifier and its variants are also included in 
our experiments [5, 31-34].  In the experimental part, the PolyU palmprint database, Polyu 
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infrared database and FERET are used to compare the proposed methods with related 
methods. 

The rest of the paper is organized as follows. Section 2 introduces Derivative code and 
its local pattern feature for object representation. In section 3, comparative experiments on 
three public databases are conducted to evaluate the performance of the proposed methods 
and some state-of-the-art results. Finally, conclusions are drawn in section 4. The paper is 
an extension of our conference paper [26]. 

2. Derivative Code and Its Local Pattern for object recognition 
In this section, we first briefly describe LBP, and then introduce the proposed robust 

derivative code for object recognition. 

2.1 The Robust Derivative Code descriptor 
To extract the robust representation from local neighborhood in the image, LBP is defined 
as a gray-scale invariant texture measure tool to model texture images, which later has 
shown excellent performance in many comparative studies. LBP is very excellent in terms 
of speed and discrimination performance [9,10]. The LBP operator labels the pixels of an 
image by thresholding the 3 3×  neighborhood of each pixel with the value of the central 
pixel and concatenating the results to form a number. A LBP is represented as the 
concatenation of the binary gradient directions, which is called a micro-pattern. The 
histograms of these micro-patterns contain information of the distribution of the edges, 
spots, and other local features in an image. LBP has been successfully way to model faces. 
Different from traditional statistic learning methods, i.e., PCA and LDA, which need to 
tune a large number of parameters, LBP is very efficient due to its easy-to-compute feature 
extraction operation and simple matching strategy. The nature behind LBP is actually 
derivative operation [9, 10], which is also the basic idea of local derivative pattern (LDP) 
[9]. In a summary, LBP actually encodes the binary results of first-order derivative among 
local neighbours by using a simple threshold function as shown in [10], which is incapable 
of describing more detailed information. Differently the nth-order LDP is defined to encode 
the ( 1)thn − -order derivative direction variances based on a binary coding function. In this 
scheme, LBP is conceptually regarded as the non-directional first-order LDP, because LBP 
encodes 8-direction first-order derivative binary result. 
 
   2.1.1 Derivative Code 
In this section, we describe the proposed derivative code and its pattern for object 
representation. Derivative code is proposed to encode the neighborhood derivative binary 
results in a local region. Given an image , and let ( , )I x y  be a point in , the derivative 
feature of point ( , )I x y along  and  directions are denoted as α,' ( , )dI x y  
withα [0 , 45 ,90 ,135 ]=     . Here d is defined as the distance between the given point and the 
neighboring points in four directions (as shown in Fig. 1, where d =1). The four derivatives 

I I
0 ,  45 , 90° ° ° 135°
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at ( , )I x y  can be written as: 
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The threshold functions α,( ' ( , ))df I x y is used to encode the binary results for each 

derivative direction. And then the so-called DerivativeCode, in given direction α , is 
defined as: 

α,
α,

α,

1,  if ' ( , ) 0,
( ' ( , ))

0,  if ' ( , ) 0.

d
d

d

I x y
f I x y

I x y

 ≥= 
 <

                                               (5) 

     
    2.1.2 Derivative Code Pattern (DCP) 

The DerivativeCode is the pixel-based method to extract the directional feature, and 
DCP derived from DerivativeCode in the directionα  is accordingly defined as: 

α,α, α,

α, α,

α, α,
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                           ( ' ( , )), ( ' ( , )),
                           ( ' ( , )), ( ' ( , )),
                           (
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d d

d d

f I x d y dDCP x y f I x y d
f I x d y d f I x d y
f I x d y d f I x y d
f I

− −= −
+ − +
+ + +

α, α,' ( , )), ( ' ( , ))}.d dx d y d f I x d y− + −

                                (6) 

The directional descriptors with different α  are concatenated to form the DCP 
descriptor as: 

α ,{ 1, 2,3, 4' ( , ) ' ( , ) | }.
id d iDCP x y DCP x y= =                                 (7) 

 

Fig. 1. An example of 8-neighborhood around ,x yI . 
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Noted that the number of the direction α  selected in different applications is diverse, 

considering that there is in practice a trade-off between computational efficiency and 
feature length.  

2.2 The similarity calculation based on Derivative Code and its pattern 
  To exploit the proposed DerivativeCode method for palmprint recognition, we deploy 

the hamming distance on Derivative Codes. To the best of our knowledge, no people have 
used DerivativeCode for palmprint recognition before. The similarity of two 
DerivativeCodes , can be calculated by using XOR operator: 

1 2.sim Dc XOR Dc=                                                          (8) 

Different from the pixel-based DerivativeCode, DCP is proposed to capture the 
distribution information of the local pattern for faces, and we model DCP by spatial 
histogram, which can be considered as the region-based method. The method is similar to 
[10], but DCP is extension to our proposed DerivativeCode method that achieves the best 
performance on palmprint recognition. Furthermore, we do not include the DerivativeCode 
feature for current position in the DCP method, as we find it useless for the performance 
improvement, which is different from [10]. The image is spatially divided into 
non-overlapping rectangular regions (as shown in Fig. 2) represented by , from 
which spatial histograms  are extracted as: 
 

,                                (9) 

where  is the histogram of DCP extracted from the local region . Noted 
that the regions do not need to be rectangular, and neither do they need to be of the same 
size or shape. 

DCP is similar to LBP in some aspects, however, LBP just calculates the binary result 
between the center pixel and the surrounding ones, while DCP can extract the spatial 
information in a local region for a specified direction [10, 12].  
 

 
 

Fig. 2. Examples of a face divided into sub-regions. 
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Many similarity measures for histogram matching have been proposed. In this paper, 

histogram intersection is used to calculate the similarity between two histograms: 
 

,         (10) 

 

where  is the histogram intersection statistic with  and 
.  Moreover, similar to LBP and LDP that encode spatially varying 

patterns in local regions of an image [9,15]. Conceptually, it is anticipated that extending 
the proposed descriptor to feature images containing wider range of appropriate 
discriminative features could achieve a higher level of system performance. In image 
processing and object recognition, Gabor features are widely used image feature 
descriptors extracted by a set of Gabor wavelets (kernels) that model the receptive field 
profiles of cortical simple cells [9, 10, 30-33].  They can capture the salient visual 
properties in an image, such as spatial characteristics, because the kernels can selectively 
enhance features in certain scales and orientations. Here, we extend derivative code and its 
pattern to Gabor feature images to enhance the object representation capability. To 
calculate Gabor based on DerivativeCode, we use the Gabor filters as: 
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where 1−=i , u is the frequency of the sinusoidal wave, θ controls the orientation of 

the function and σ is the standard deviation of the Gaussian envelope. Details about the 
parameters are shown in the experimental part. 

3. Experiments 

3.1 Experiment on Palmprint Recognition 
We first do experiment on the PolyU palmprint database [13]. In this database, we 

have 600 images for 100 persons, with 6 images for each person. For DerivativeCode, we 
only use 0 , 90° °

 to reduce the feature length. In the experiment on palmprint, we find the 
best values for ,u σ by exhausted search with 6 orientations in Equ.11. In the matching 
procedure, the maximum of the shift step is 4 in both horizontal and vertical directions. We 
demonstrate in Fig. 3 the distance distribution of genuine samples and imposters, and false 
acceptance rate in Fig. 4, which show that different people can be separated based on 
Derivativecode. It should be noted that the rotation is not considered as the palm print 
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image is already normalized by two points, details about which can refer to [13]. Equal 
error rate (EER) of the state-of-the-art method (palmcode) in [8] is 0.34% on the PolyU 
database, but our method is 0 as shown in Fig. 4, which demonstrates that the 
DerivativeCode is more effective than palm code on the palm print identification. 
    To further investigate the performance of the proposed method, we also have tested it on 
a larger database with 7,752 images from 386 different palms [8]. Each of the palmprint 
images in the testing database is matched with all other palmprint images in the database to 
generate incorrect and correct identification hamming distances. EER of the method using 
the same parameter for Derivative Code is 0.03%, but the best-reported result (palmcode) 
is 0.6% [8].  To further validate the performance of the proposed method, sparse 
representation classifier (SRC)[40] and sparse regression analysis (SRA) [5] are deployed 
for a comparison. Details about the methods are described in [5, 40]. As shown in Fig. 5, 
the proposed Derivativecode achieves a much better performance than SRA and SRC on 
the Polyu palmprint database. The number of training samples in SRA is one less than that 
in SRC in each class. In Fig. 5,‘1–2’ means that the images from 1st to 2nd are in the 
training set. ‘1–3’ and ‘1–4’ are similar to ‘1–2’. It should be noted that all samples 
with the index 1 are included in the Gallery set for SRA; 
 

  
Fig. 3. The genuine and imposter distance distribution. 
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Fig. 4. The ROC curve of the PolyU database. 

 

 
Fig. 5. The comparative results of Derivativecode, SRA and SRC on the Polyu palmprint  database. 
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[14]. The samples of FERET are shown in Fig. 8. In the experiments, the cropped face is 
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the gallery set, while Fb, Fc, Dup 1 and Dup 2 are used as the probe sets. We select the 
parameters of 11 11× -sized sub-regions with 64 histogram bins for Gabor feature images. 
For DCP, d is chosen as 1. Different from the experiments on palmprint databases, 
generally 5 frequency and 8 orientations are used in the face recognition [15]. And the 
parameters are as:

1/2 3/2

, / 2 , / 2, / 2 , / 4u π π π π π= , with 2σ π= . 
  As shown in Fig. 6 and Fig. 7, the recognition accuracy of DCP is higher than that of 

LBP on the FERET dataset. For example, Gabor-DCP gets 7% improvement than 
Gabor-LBP in the Dup 2 set. We believe that DCP can capture the spatial information in a 
local region for a specified orientation, while LBP just calculates the binary result between 
the center pixel and the neighbors. From experimental results as shown in Fig. 6 and Fig. 7, 
DCP is much better than LBP on Dup1 and Dup2, since DCP extracts more information 
than that of LBP and thus achieve a better performance when more variations in the 
datasets(Dup1 and Dup2). As shown in Table 1, the proposed method achieves a much 
better performance than some state-of-the results. We do not test SRC and SRA methods 
on the FERET database, since some subjects only have 1 sample in the Gallery set. 
 
 

 
 

Fig. 6. Comparative results of image based LBP and DCP on FERET  
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Fig. 7. Comparative results of Gabor based LBP and DCP on FERET 

 
 

Table 1． Experimental results on the FERET database 
% Fisherface[18] EBGM[18] DCP Gabor-DCP 

FaFb 96.2 95.0 91.2 95.2 
Fc 58.8 82.0 71 97.4 

Dup1 47.2 59.1 52.1 62.2 
Dup2 20.9 52.1 34.1 56 

 
  

 

Fig. 8. The samples of the FERET database 

3.3 Experiment on the Polyu Infrared database 
We select two subsets from Polyu Infrared face database. In the Exp#1, we use a 

subset from the whole PolyU-NIRFD database. In the subset, the training set contains 256 
419 frontal images from 138 subjects, while the gallery set and probe set have 574 and 
2,763 images 257 respectively.  In the Exp#2, we extracted from the whole database a 
much bigger subset than in the Exp#1. In this subset, the training 295 set contains 1,876 
frontal images of 150 subjects, while the gallery and probe sets have 1,159 and 4,747 
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images, 296 respectively.  No images in the query and target sets are contained in the 
training set. The facial portion of each original image is cropped based on the locations of 
the eyes. The cropped face is then normalized to 64 64×  pixels. Eigenface, Fisherface, LBP 
methods are evaluated in the subsets, and their identification and verification performance 
are investigated. The distance in nearest neighbor classifier is the cosine of the angle 
between two representations in a PCA-space. For LBP histogram features, we use the 
histogram intersection similarity measure. We also compare the proposed method with 
SRC [40], sparse regression analysis (SRA) and kernelized sparse regression analysis 
(KSRA) [5].  

As it can be seen from Table 2, using Gabor features of the original images has 
evidently improved the performance of Eigenface, Fisherface, LBP. The identification rate 
of Fisherface using Gabor features is 10% higher than that of the algorithms directly using 
grayscale images. It is interesting that the LBP method achieves a better performance than 
Eigenface and Fisherface. Both DCP and Gabor-DCP achieve much better performance 
than those of LBP and Gabor-LBP. Compared with SRC, SRA and KSRA, Gabor-DCP 
again achieves a much better performance, which further validate the performance of the 
proposed method.  

Table 2. Experimental results on the Polyu infrared database 
% Fisherface[18] LBP Gabor-LBP DCP Gabor-DCP SRC SRA KSRA 

Exp#1 82 92.5 94.7 94 97 91.4 92.5 94.1 
Exp#2 86.2 84.3 89.3 86.7 92.1 89.1 90.2 92.4 

4. Conclusion and Future Work 
This paper proposes a new method, Derivative Code (DerivativeCode) and its pattern for 
object recognition. The DerivativeCode is simply computed to capture the local 
relationship by using binary result of the mathematical derivative value. Gabor based 
DerivativeCode is successfully used on Palmprint recognition, which achieve much better 
performance than the state-of-the-art result on the PolyU database. Derivative code pattern 
(DCP) histogram is proposed to model local pattern feature for face recognition. 
Experimental results on the FERET face database and Polyu infrared face database show 
that the proposed DCP achieves better results than some state-of-the-arts. 
     Although the better performance we get on both palmprint and face recognition, the 
drawback of the proposed method lies in its feature length is a little big. To solve this 
problem, future work will focus on the statistic method to select the discriminative feature 
for an efficient object representation. Future work will apply our method on action 
recognition, tracking [27-30]. 
 

Appendix: 
The pseudo code of the proposed method. 
Input： The input image I. 
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 Step1. The four derivatives at I(x,y) is first calculated and further used to calculate the 
Derivativecode as： 
                       I0d(x,y) =I(x,y)-I(x-d,y), 
                       I45d(x,y) =I(x,y)-I(x-d,y-d), 
                       I90d(x,y) =I(x,y)-I(x,y-d), 
                       I135d(x,y) =I(x,y)-I(x+d,y-d). 
Step2. The DerivativeCode is the pixel-based method to extract the directional feature, and 
derivative code pattern (DCP) derived from DerivativeCode in the directionα  is 
accordingly calculated as: 
      DCPαd(x,y)={f(Iαd(x-d,y-d)),f(Iαd(x,y-d)), 
                  f(Iαd(x+d,y-d)),f((Iαd(x+d,y)), 
                  f(Iαd(x+d,y+d)),f(Iαd(x,y+d)), 
                  f(Iαd(x-d,y+d)),f(Iαd(x-d,y))}.  
 
Step3. The Gabor feature based Derivative Code descriptor 
      We first calculate Gabor features based on Equ. 11, and then Derivetivedcode and DCP 
are calculated using Step 1 and 2. 
Step4. The similarity of two DerivativeCodes Dc1,Dc2 is calculated using the XOR 
operator as: 
                 sim=Dc1 XOR Dc2 
                 HDCP(i)={HDCP(Ri)|I=1,...,L} 
            Similarly the similarity of two DCP patterns is calculated as follows: 

                     
OUTPUT: Recognition results. 
END 
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