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Practical statistics in pain research
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Pain is subjective, while statistics related to pain research are objective. This review was written to help 
researchers involved in pain research make statistical decisions. The main issues are related with the level 
of scales that are often used in pain research, the choice of statistical methods between parametric or 
nonparametric statistics, and problems which arise from repeated measurements. In the field of pain research, 
parametric statistics used to be applied in an erroneous way. This is closely related with the scales of data 
and repeated measurements. The level of scales includes nominal, ordinal, interval, and ratio scales. The level 
of scales affects the choice of statistics between parametric or non-parametric methods. In the field of pain 
research, the most frequently used pain assessment scale is the ordinal scale, which would include the visual 
analogue scale (VAS). There used to be another view, however, which considered the VAS to be an interval 
or ratio scale, so that the usage of parametric statistics would be accepted practically in some cases. Repeated 
measurements of the same subjects always complicates statistics. It means that measurements inevitably have 
correlations between each other, and would preclude the application of one-way ANOVA in which independence 
between the measurements is necessary. Repeated measures of ANOVA (RMANOVA), however, would permit 
the comparison between the correlated measurements as long as the condition of sphericity assumption is 
satisfied. Conclusively, parametric statistical methods should be used only when the assumptions of parametric 
statistics, such as normality and sphericity, are established. (Korean J Pain 2017; 30: 243-9)
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INTRODUCTION

Parametric statistics usually start from some kind of as-

sumptions such as normal distribution of data, in-

dependence of data, identical variance and so on. The main 

reason that many researchers get in trouble with para-

metric statistics would be ignoring the process of confirm-

ing the assumptions which precedes the application of 

parametric statistics. The data which is frequently used in 

pain research have several characteristic features which 

potentially disturb the assumption of parametric statistics. 

In the field of pain research, there are some particular 

aspects of statistics which are worth looking into. For the 

first particular aspects, it is the scale of data. To evaluate 

the degree of pain, a Likert-type scale, such as numerical 

rating scale (NRS) or visual analog scale (VAS), is fre-
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Table 1. Examples of Level Measurements

Level of 
measurement

Category Order Equal interval
Arithmetic 
operability

Examples

Nominal ○ × × × Sex, handedness, color, religion, McGill pain questionnaire
Ordinal ○ ○ × × Numerical rating scale, Visual analogue scale

Wong-Baker face pain rating scale, Karnofsky performance 
scoring

Oswestry low back pain questionnaire
Interval ○ ○ ○ ○ (+, −) Temperature in Celsius scale, date, 
Ratio ○ ○ ○ ○ Age, Height, Weight, Hematocrit, temperature in Kalvin scale

quently used. Those scales are generally categorized as 

ordinal scales which means that parametric statistics are 

not appropriate for those scales. Nevertheless, there have 

still been controversies as to whether the VAS should be 

treated as an ordinal scale or an interval scale. Further-

more, the issue on how to handle scales which are com-

posed of several ordinal subcategories has still not ceased.

Another special aspect is the repeated measure of the 

intensity of pain during the research. Repeated measure-

ments of the same subject must have a relationship be-

tween each other. Parametric statistics, such as ANOVA, 

generally assume the independence of the data, so that 

the ANOVA would not be applicable for comparison of re-

peated measured data in the same subject. To make the 

comparison possible in such cases, repeated measures of 

ANOVA (RMANOVA) suggests another alternative assump-

tion, the so-called “sphericity assumption”, in which the 

correlations with each repeated measurements should be 

even.

In this review, several statistical issues which are re-

lated to pain research will be presented and some sugges-

tions or recommendations will be described.

MAIN BODY

1. Scales of measure

The important factors to be considered in determining the 

statistical method are the level of measurement of the da-

ta, the number of groups to be compared, and the in-

dependence of the data. The level of data measurements 

is also referred to as the scale of measure. The scales of 

measure include the nominal, ordinal, interval, and ratio 

scales (Table 1). The reason for distinguishing these scales 

is that there is a difference in the amount of information 

according to the scale, subsequently, this difference influ-

ences the selection of the statistical method. 

The information of scales includes arithmetic oper-

ability and the concept of zero and so on. When we com-

pare the effect of treatments on back pain, if the treat-

ment modalities included oral medication, exercise therapy, 

and a nerve block, these three methods of treatments can 

be called nominal scales. There is no zero point in the 

nominal scale. The information included is a simple name 

so that it is nonsenses to do arithmetic calculations be-

tween the names of the therapies.

If the measurement of pain intensity is scaled as no 

pain, mild pain, moderate pain, severe pain, and the worst 

pain imaginable, this type of scale is called an ordinal 

scale. It is possible to know the difference in the pain in-

tensity between the markers in order, but it is not possible 

to know whether the interval of pain between the markers 

is same or not. It is not possible to do arithmetic calcu-

lation as well. 

On the other hand, time interval and body temperature 

are examples of interval scales. The interval scale literally 

has constant intervals between the markers so that it is 

possible to do arithmetic calculation between the markers 

and to set an arbitrary zero. In the case of body temper-

ature, 0°C can be set as an arbitrary zero in a relative 

sense rather than as an absolute temperature. 

The ratio scale contains the largest amount of 

information. It has a constant interval and absolute zero 

as well. It is possible to do arithmetic operations. Most of 

the measurements in the physical sciences are included. 

For example, length, weight, lap time, and the hematocrit, 

which is represented by a percentile, are classified as ratio 

scales.
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Table 2. Examples of the Choice of Statistical Method 

Level of scale Nominal Ordinal
Interval or ratio

Normality assumed Normality not assumed

Two independent groups Chi-square or 
Fisher’s exact test

Wilcoxon rank sum test
Mann-Whitney test

t-test Wilcoxon rank sum test
Mann-Whitney test

Three or more 
independent groups

Chi-square or 
Fisher’s exact test

Kruskal-Wallis test One-way ANOVA Kruskal-Wallis test

Two correlated samples McNemar test Wilcoxon sign rank test
Mann-Whitney test

Paired t-test Wilcoxon sign rank test
Mann-Whitney test

Three or more 
correlated samples

Cochran Q test 
Mixed effects 
logistic regression

Friedman’s test
Mixed effects ordinal 

logistic regression

RMANOVA Friedman’s test
Mixed effects linear 

regression

The choice of statistical method is influenced by the data scale, whether the normality assumption is guaranteed or not, numbers of 
comparison groups and the relations between them. 

2. Parametric statistics vs visual analogue scale (VAS)

The issues regarding the scale would matter not only with 

the amount of information contained in the scale itself but 

also with the distribution characteristics of the data. In the 

case of the nominal or ordinal scale, there appears to be 

a high probability of skewed distribution rather than the 

normal distribution. The scales which are used to measure 

pain intensity, however, are often misunderstood and in-

appropriately applied in statistics. Sometimes, parametric 

statistics would be applied even if the data are composed 

of ordinal or nominal scales. Yim et al. [1] reported that 

the most frequent error in inferential statistics is that 

parametric statistics were applied inappropriately when 

non-parametric statistics should have been applied.

The distribution of data is another determinant factor 

in whether parametric statistics could be applied or not. 

For normally distributed data, parametric statistics can be 

applied. On the other hand, for nominal or ordinal scale 

data, it is a principle that non-parametric statistics should 

be applied. A general example of how a statistical method 

would be chosen is summarized in Table 2 according to the 

scale, the number of groups, and the independence of the 

data.

It is important to check the level of the scales of data 

which are often used for evaluating the pain itself or the 

performance impairments caused by the pain. The most 

commonly used measures of pain and performance im-

pairments include the numeric rating scale (NRS), VAS, 

Wong-Baker face pain rating scale, McGill pain ques-

tionnaire, Karnofsky performance scoring, Oswestry dis-

ability index (ODI), and so on.

For the NRS, it is obvious that it is ordinal scale. It 

means that nonparametric statistics should be applied for 

the NRS scale. When it come to the VAS score, however, 

there is something to be discussed about the scale and 

statistical methods.

It has been the dominant view that the VAS score is 

ordinal scale. Recently, there have been many disagree-

ments as to whether the data measured by the VAS should 

be considered as an ordinal scale or an interval or ratio 

scale. Regardless of the scale issues, it is not surprising 

that non-parametric statistical methods are usually used 

for the VAS scale because the data measured with it are 

usually not normally distributed. Nevertheless, one paper 

has argued that the ordinal scale can be used in para-

metric statistics [2]. Other papers have shown that para-

metric statistics can be applied with an emphasis on the 

character of the VAS as an interval or ratio scale [3,4]. 

Dexter and Chestnut [5] reported that the t-test or ANOVA 

test can be applied to the VAS without inflation of the type 

1 error. They appended, however, a requirement in which 

the extreme value of the VAS, 0 and 10, should be less 

than 16%, if not, accuracy cannot be guaranteed [5].

3. Summation scale of ordinal subcategories

There are some particular types of scales, such as the ODI, 

which are taken from the sum of the scores of multiple 

ordinal scales. The ODI consists of ten questions which 

should be answered on an ordinal scale ranging from 0 to 

5 so that the total possible score ranges from 0 to 50. 
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Each of the questions which make up the ODI is definitively 

an ordinal scale. Nevertheless, it is still confusing whether 

the total score should be treated as an ordinal scale as 

well, or if it could be treated as an interval scale. 

It is not easy to find a document that gives a definitive 

answer to this problem. Nunnally and Bernstein [6] have 

found that if the number of categories in the subordinate 

scale is more than 7-11, the total score could be treated 

as an interval scale. Some statisticians have shown that 

applying parametric statistics to ordinal scales is accep-

table. Heeren and D’Agostino [7] have shown that a small 

number of sample data in a rank scale can be applied 

without increasing type 1 error, even if parametric test is 

used instead of a non-parametric test. Sullivan and 

D’Agostino [8] also claimed that ANOVA and type 1 error 

inflation did not occur in the analysis of rank-order data.

Even though there have been some reports which sup-

port treating the total score of the ODI as an interval scale 

[6], it is still unlikely that the scale of total scores has even 

intervals between the scores to scores due to the different 

difficulty levels of each questionnaire category. Although 

some statisticians showed that there was no increase of 

the type 1 error even when the ordinal scales are applied 

to parametric statistics, this is not widely accepted and still 

considered inappropriate from a theoretical point of view. 

Using the nonparametric statistical method is recom-

mended if the data originated from an ordinal scale. When 

it comes to the VAS, as long as the normality assumption 

is guaranteed, it is generally accepted that parametric 

statistical methods may be applied. For scales which are 

composed of many subcategories of ordinal scales, use of 

parametric statistical methods has not been fully accepted 

yet. Nevertheless, if researchers insist on using parametric 

statistical methods for ordinal scale data, passing the 

statistical reviews which they should encounter during 

submission cannot be guaranteed, even though the afore-

mentioned references could support their use of parametric 

statistical methods.

4. Problems of repeated measurements

Another particular feature of data which is related to pain 

research is repeated measurements. Most pain assess-

ments are not completed with only one measurements of 

the pain. The measurement would be often repeated ac-

cording to a time schedule with a single subject. That is, 

after administration of pain medication or nerve blocks, 

the effects are evaluated using pain assessments three or 

four times at predetermined time intervals. 

To know whether the pain medicine is effective or not, 

the pain scores before and after administration should be 

compared. The data which are measured repeatedly in one 

individual create another complex statistical problem, 

which means that they are not independent of each other. 

When the pain scores are assessed twice, before and after 

a procedure, the two data are not independent of each 

other. In this case the paired t-test would be a candidate 

for the statistical method rather than the student’s t-test 

which should be used for independent measurements. 

How about when the pain assessments are repeated 

three times or more? Have you heard about paired- 

ANOVA? There is actually nothing like that. For example, 

when the heights of students in a school are compared be-

tween the 1st, 2nd, and 3rd grades, ANOVA analysis will 

be an appropriate statistical method since the heights of 

each grade are measured independently. If the point of in-

terest is the growth of the students as they advance from 

1st to 3rd grades, the heights should be measured three 

times as they grow up from grades 1 to 3. In this case, 

the height measurements which come from the same in-

dividuals at each grades are not independent from each 

other and the measurements must be correlated with each 

other. In this case, it looks like ANOVA is no longer 

available. 

Statisticians, however, suggests another way which 

makes it possible to apply ANOVA even if the data are from 

repeated measurements. They boldly gave up the in-

dependences of the data between the repeated measure-

ments since the data would never be independent by any 

means. Instead, they require evenly distributed correlations 

between the repeated measurements. That is, if you want 

to compare the heights of persons who are standing on 

a staircase as shown in the Fig. 1, it is difficult to compare 

the height due to the presence of the stairs. But once the 

height of stairs is determined to be even, you could com-

pare the heights quite easily. The stairs represent the cor-

relations between repeated data which makes it difficult to 

compare independently. Getting the stair height even rep-

resents making the correlations between the measure-

ments even. After all, whenever the correlations between 

repeated measurements are evenly distributed, the ANOVA 

could be applied. The only thing that one should back up 

is the evidence of the even distribution of the correlations. 
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Fig. 1. Comparison of the heights between the children who
stand on different level of stairs is difficult. The stairs would
stand for the relationship between repeated measurements
in RMANOVA, which could make it difficult to compare the
height directly (A). Once the level of stairs gets even, it 
would make it easier to compare the heights (B).

Fig. 2. The correlation coefficients between repeated measure-
ments are presented in a manner of table. The coefficient 
of diagonal parts should be 1 due to correlation by itself. 
If the coefficients of off-diagonal parts are same for all, it 
can be announced that the sphericity assumption is sati-
sfied. Maucley’s sphericity test is one of the frequently 
used sphericity assumption tests. 

Then, how to back it up?

5. Sphericity assumption

The relationships between repeatedly measured data could 

be evaluated by a correlation coefficient. To show whether 

these correlation coefficients are equal to each other or 

not, a 3 by 3 table can be created as shown in the Fig. 

2. The correlation coefficient of the diagonal direction is 

1, since those correlate to themselves. If  which is the 

correlation coefficient off the diagonal line is constant for 

all, statisticians often refer to these evenly distributed cor-

relations as ‘the sphericity assumption being satisfied’. To 

confirm the sphericity assumption, a sphericity test such 

as Maucley’s test should be done. As long as the sphericity 

assumption is satisfied, the ANOVA can be applied for the 

repeatedly measured data, and the result of ANOVA can 

be accepted. 

In the end, these series of processes are well known 

and is called the repeated measures of ANOVA (RMANOVA). 

It means that the RMANOVA is not a brand new statistic, 

it is just ANOVA based on an additional assumption in 

which the variance differences between repeated meas-

urements are equal over the whole. Therefore, it is im-

portant to confirm the sphericity assumption in performing 

RMANOVA [9].

6. Comparing between subject factors

In cases of RMANOVA analysis in pain research, one of 

the most frequently encountered research designs has one 

between-subjects factor and one within-subjects factor. 

The between-subjects factor indicates the type of treat-

ments or drugs, and the within-subjects factor means the 

changes in pain over time (Fig. 3). For the between- sub-
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Fig. 3. To know the differences of height within subject as
students grow up, RMANOVA is available and the sphe-
ricity assumption should be guaranteed. To compare within
subject factor which means the differences between each
grades, paired comparisons between the grades could be
done with adjustment of significance level like the Bonferroni’s
correction. To compare the between subject factor at each
grade, paired comparisons could be done with significance
levels adjusted by like the Bonferroni’s procedure.

jects factor, one can divide groups according to the type 

of treatment or medication. For the within-subjects factor, 

differences between the series of time interval within a 

group or overall groups would be a point of interest. 

In practical statistics, frequently encountered problems 

which is related with such study design would be a number 

of repeated measurements. To investigate the differences 

between the time points, paired comparisons are needed 

between the series of times to find out which time point 

scores are different from which other time points. In the 

process of repeated paired comparisons, the problem of 

the inflation of type I error would become a matter of con-

cern [10]. This problem is not limited to the paired com-

parison between the time series. It also matters when one 

makes a comparison between group effects. The re-

searchers are mainly interested in the differences between 

groups on specific time point rather than the overall dif-

ferences between groups. For such a reason, comparisons 

between groups used to be done at all repeated time 

points. The more often the comparisons are repeated, the 

more type I error would be inflated. 

To solve the inflation of type I error, an adjustment 

of significance level would be recommended in a manner 

like the Bonferroni’s correction [11]. For Bonferroni’s cor-

rection, the total significance level is divided with the num-

ber of comparisons and the hypothesis test of each com-

parison is determined with the divided significance level. 

Even though the Bonferroni adjustment is proposed as a 

method to prevent the inflation of Type I errors, ironically 

it would cause another problem. If there are a lot of com-

parisons, the adjusted level of significance becomes so 

small that most of the null hypothesis would have a chance 

to be accepted and the Type II error turns out to be in-

creased [11,12]. There have been several ways of adjusting 

the significance level in order to solve these type I or II 

error problems [13,14], but they do not look like definitive 

answers. 

In the field of pain research, the problems which are 

caused by the adjustment of significance level could be 

avoided with a simpler study design which trims out un-

necessary repeated measurements. It is important to de-

termine the appropriate number of repeated measure-

ments which are deemed necessary from the beginning of 

studies, and an effort should be made to make the repeti-

tions as few as possible. However, there seem to be no 

references about the appropriate number of repetition. 

In summary, description of the sphericity test should 

always be accompanied with the RMANOVA in statistical 

method sections. Adjustment of significance level cannot 

be ignored in a repeated measure study design, and the 

methods of adjustment like the Bonferroni adjustment 

should be also described in the statistical method.

CONCLUSIONS

Most of the scales which are used in the field of pain re-

search would be ordinal or nominal scales. The VAS is gen-

erally accepted as an interval or ratio scale, so that para-

metric statistics could be applicable to it only if the data 

shows normal distribution. But, there are still controversies 

about that. 

Researchers should be aware that all the parametric 

statistics start from some kinds of assumptions about data 

such as independence, identical variance, and normal 

distribution. If these assumptions are not guaranteed, it 

would be better to choose nonparametric statistical methods. 

The repeated measurements necessarily add complexities 

of data such as correlations between measurements. 

Before applying the RMANOVA, the sphericity assumption 

which guarantees the even distribution of correlations be-

tween repeated measurements should be tested. For post 
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hoc analysis, contrast which means paired comparisons 

can be applied after RMANOVA, in such case, adjustment 

of significance level, such as Bonferroni adjustment, should 

be included.
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