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I. INTRODUCTION 
 

Elliptic curve cryptography (ECC) was suggested 

independently by Neal Koblitz [1] and Victor S. Miller [2] 

in 1985. The main benefit of ECC is small key size, efficient 

computation, small storage and low transmission requirements. 

For this reason, ECC has been used in modern crypto 

systems from 2004. However, we cannot directly adopt the 

MoTE-ECC since the cryptography is not fully evaluated in 

terms of execution timing, code size, and ROM. Moreover, 

the upcoming computer environments, namely Internet of 

Things (IoT) which include all kinds of sensors, actuators, 

meters, consumer electronics, medical monitors, household 

appliances and vehicles, only support very limited 

computation powers and storage. For example, a typical 

wireless sensor node, such as the widely-used TelosB mote, 

features 16-bit MSP processor clocked at 8 MHz and a few 

kB RAM. Due to these limitations, implementing public-key 

algorithms on 16-bit processors poses a big challenge. 

Therefore, it is necessary to study how well both public 

key cryptography (PKC) systems are suited for the IoT 

environments. 

This paper continues the line of research on the efficient 

implementation of the ECC on an IoT devices. The core 

contributions are several optimizations to reduce the 

execution time of encryption schemes and fine comparison 

results on IoT devices. More specifically, our contributions 

are listed as follows: 

 MoTE curve based elliptic curve integrated encryption 

scheme (ECIES) implementation: We introduce the 

implementation of encryption scheme over MoTE curve. 

The key generation is efficiently performed over twisted 

Edwards curve and encryption/decryption operations are 

highly optimized with state-of-the-art techniques. 
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Abstract 

Public key cryptography (PKC) is the basic building block for the cryptography applications such as encryption, key 

distribution, and digital signature scheme. Among many PKC, elliptic curve cryptography (ECC) is the most widely used in IT 

systems. Recently, very efficient Montgomery-Twisted-Edward (MoTE)-ECC was suggested, which supports low complexity 

for the finite field arithmetic, group operation, and scalar multiplication. However, we cannot directly adopt the MoTE-ECC 

to new PKC systems since the cryptography is not fully evaluated in terms of performance on the Internet of Things (IoT) 

platforms, which only supports very limited computation power, energy, and storage. In this paper, we fully evaluate the 

MoTE-ECC implementations on the representative IoT devices (16-bit MSP processors). The implementation is highly 

optimized for the target platform and compared in three different factors (ROM, RAM, and execution time). The work 

provides good reference results for a gradual transition from legacy ECC to MoTE-ECC on emerging IoT platforms. 
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 We provide the full performance results, including code 

size, ROM, and execution timing, of ECC on 16-bit MSP 

processors. 

 

Based on the above contributions, we present implement-

tations of ECC based encryption schemes on 16-bit MSP 

processor. The results are finely evaluated and provide a 

good reference for cryptography engineers.  

The rest of this paper is organized as follows. In Section 

II, we review the background of ECC based cryptosystem. 

In Section III, we focus on the optimization techniques for 

encryption schemes on MSP platforms. In Section IV, we 

report the implementation results and compare with the 

state-of-the-art PKC implementations. Finally, we draw our 

conclusions in Section V. 

 

 

II. RELATED WORK 
 

A. Elliptic Curve Cryptography 
 

Elliptic curve groups have been widely used to instantiate 

the discrete logarithm groups in cryptographic schemes. 

Unfortunately, ECC cryptosystems are easily attacked by a 

quantum computer. It means we need to replace current 

crypto infrastructure before quantum computer arrives. 

However, still majority of systems use ECC and quantum 

computer will take several years so the optimization of ECC 

is still valuable. 

 

B. MoTE-ECC 
 

Montgomery [3] introduced in 1997 a special family of 

elliptic curves with outstanding implementation properties. 

A Montgomery curve 𝐸𝑀 over 𝐹𝑃 is defined as 

 

𝐸𝑀,𝐴,𝐵: 𝐵𝑦2 = 𝑥3 + 𝐴𝑥2 + 𝑥, 𝐴, 𝐵 ∈ 𝐹𝑃. 

 

Montgomery curves allow a special ladder technique, 

namely Montgomery ladder, to perform a scalar 

multiplication. Instead of using conventional ( 𝑥, 𝑦 ) 

coordinates, scalar multiplication on Montgomery curve can 

be computed through only the x coordinate of the base point. 

Twisted Edwards curves were introduced by Bernstein et al. 

[4] in 2008 and are currently considered to be one of the 

most efficient models for implementing ECC. Let p>3 be a 

prime number. A twisted Edwards curve over 𝐹𝑃 can be 

defined as 

 

𝐸𝑇,𝑎,𝑑: 𝑎𝑥2 + 𝑦2 = 1 + 𝑑𝑥2𝑦2,  

𝑎, 𝑑 ∈ 𝐹𝑝 , 𝑎𝑑(𝑎 − 𝑑) ≠ 0 

 

It is known that 𝐸𝑇,𝑎,𝑑 is birationally equivalent to some 

Montgomery curve 
𝐸𝑀,𝐴,𝐵

𝐹𝑃
: 𝐵𝑦2 = 𝑥3 + 𝐴𝑥2 + 𝑥  where 

A =
2(a+d)

𝑎−𝑑
, 𝐵 = 4/(𝑎 − 𝑑). These hybrid class of elliptic 

curves named MoTE curves with fast and complete group 

law were introduced in [5]. In this paper, we use efficient 

MoTE curves for accelerating the ECIES scheme. 

 

 

III. PROPOSED IMPLEMENTATION 
 
We implement the encryption scheme on the MoTE curve 

with 255-bit prime field 𝐹𝑃  where 𝑝 = 2255 − 19  is 

defined by 𝐸𝑀255: −2556488𝑦2 = 𝑥3 + 2556486𝑥2 + 𝑥 , 

which is birationally equivalent to the twisted Edwards 

curve as 𝐸𝑇255: 𝑥2 + 𝑦2 = 1 + 𝑑𝑥2𝑦2 , where 

d=5677448890875669249060766388524418503499041142

3271482398238275054452422842304.  

In terms of implementation, finite field operations are the 

basic building block of MoTE–ECC. Among the finite field 

operations, modular multiplication and squaring operations 

require the most expensive computations. The modular 

multiplication first performs 256 × 256 -bit integer 

operations, afterward reduction operation is performed. 

In previous works [6, 7], both operations are highly 

optimized, so we took the part of optimized code from those 

implementations. They implemented 256-bit multiplication 

with multiply and accumulate mode in MSP430 hardware 

multiplier. The accumulation is done automatically by the 

MSP430 hardware multiplier and holds the lower 16-bit of 

the intermediate result still in register RESLO, the higher 

16-bit of the intermediate result in register RESHI and the 

carry flag of the accumulation in register SUMEXT. The 

product-scanning method is the most optimal method with 

the multiplier. For 256-bit squaring, sliding block doubling 

technique is used [8]. For memory access optimization, 

operands are consecutively cached between each column 

change. In our implementation, we combined the 

multiplication/squaring operations with modular operations 

so we avoid several times of memory accesses.  

In the MoTE–ECC operations, special 20-bit curve 

constant (c=639122) multiplication is needed. Unlike 

ordinary 256 × 256 -bit multiplication, it only performs 

20 × 256-bit multiplication and each word requires 2 16-bit 

multiplication in MSP430 platforms. This special case can 

be highly optimized together with modular operations. The 

constant multiplication outputs 276-bit results. Then the 

results should be reduced to 256-bit results through 

reduction operation with 5-bit modulus (p=19). Since the 

constant and modulus variables are smaller than 20 and 5-bit, 

we can avoid several carry handing steps. 
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Fig. 1. Optimized 20 × 256-bit constant multiplication. 1: first multiplication; 

2: masking; 3: shifting; 4: second multiplication. 

 

 

More precisely, the modular constant multiplication 

process consists of four different basic operations, namely, 

Multiplication → Masking → Shifting → Multiplication, 

which are given in Fig. 1.  

Throughout the paper, we will use the following notations. 

Let a be one operand with a length of 256-bit that are 

represented by multiple-word arrays. The operand is written 

as follows: a = (a[15], ..., a[2], a[1], a[0]), where the word 

size is 16-bit. The optimized modular constant 

multiplication can be performed as follows: 

1. First multiplication: We first perform the multiplication 

of (a[13]×c[1]+a[14]×c[0]) + (a[14]×c[1]+a[15]×c[0]) ≪ 

16 + (a[15]× c[1]) ≪ 32, and store the result in (t3,t2,t1,t0). 

2. Masking: We perform the logical--and operation of 

(t1,t0) and 0x7FFF. The results are stored in (y1,y0). 

3. Shifting: We left shift (t3,t2,t1) by one bit, and store the 

higher 32-bit results in (y3,y2). 

4. Second multiplication: The fourth step is to multiply 

the constant and reduce the results (y3,y2). 

In the first column, the partial products (y2×p[0]+ 

a[0]×c[0]) outputs 33-bit results. From second column, the 

partial products (y3×p[0] + a[0] ×c[1] + a[1] ×c[0]) are 

apparently less than 23-bit, which does not set overflow 

register (SUMEXT). This nice feature avoids carry handling 

procedures. In last column, masked results (y1,y0) are added 

to the intermediate results (r15–r0). The result we get in the 

step is always below 256-bit. 

Modular addition is basic operations for ECC 

implementation and the operation can be divided into 

several subroutines. First, the addition of most significant 

words ((𝜀, r[15])←a[15] + b[15]) is performed, where r is 

the sum of operands a and b, 𝜀 is the carry bit that may be 

produced. Then r[15] is masked to get the 15-bit results and 

the most significant bit of r[15] and 𝜀 are outputted to 

overflow values (temp). Finally, the reduced results (temp × 

p) and remaining operands a[0–14] and b[0–14] are added. 

The modular subtraction follows same procedure with 

subtraction instructions.  

With optimized finite field operations, the group 

operation are constructed. The point addition and doubling 

operations of Montgomery curve require (3M, 2S, 6A) and 

(2M, 1C, 2S, 4A), where M, C, S and A represent modular 

multiplication, constant multiplication, squaring and 

addition/subtraction operations. 

The point addition and doubling operations of Twisted 

Edward curve requires (7M, 6A) and (3M, 4S, 6A), 

respectively. The random point multiplication is performed 

over Montgomery curve and Montgomery ladder algorithm 

is selected. The fixed point multiplication is performed over 

Twisted Edward curve and COMB algorithm is used. 

 

 

Table 1. Performance comparison of software implementation of ECC-based cryptosystems on different processors in execution timing (clock cycles) 

Implementation Curve Fixed (cycles) Random (cycles) 

8-bit AVR processors, e.g., ATxmega64, ATxmega128    

Liu et al. [5] MoTE255 9,433,600 21,078,200 

Liu et al. [7] MoTE255 8,591,000 18,270,000 

Wenger et al. [9] NIST P256 N/A 34,930,000 

Hutter and Schwabe [10] Curve25519 N/A 22,791,579 

Dull et al. [11] Curve25519 N/A 13,900,397 

16-bit MSP processors, e.g., MSP430F1611    

Wenger and Werner [12] NIST P256 N/A 23,937,000 

Wenger et al. [9] NIST P256 N/A 22,170,000 

Liu et al. [7] MoTE255 4,798,000 10,952,000 

This work MoTE255 4,745,502 10,712,766 

32-bit ARM processors, e.g., Cortex-M0    

Wenger et al. [9] NIST P256 N/A 10,730,000 

Dull et al. [11] Curve25519 N/A 3,589,850 
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Table 2. Execution timing (clock cycles) and code size (bytes) of ECC-

based encryption on MSP430 processors 

Gen 

(cycles) 

Enc 

(cycles) 

Dec 

(cycles) 

ROM 

(bytes) 

RAM 

(bytes) 

5.0 M 15.8 M 11.0 M 21 K 1.4 K 

 

 

In order to perform encryption, we choose the ECIES 

whose security is based on the Diffie–Hellman problem. 

The scheme requires block cipher and hash function for key 

derivation and HMAC functions. We used the library 

offered by Texas Instruments to support both functions. 

 

 

IV. EVALUATION 
 

In Table 1, performance comparison of ECC imple-

mentations are given. The implementations of ECC are 

widely studied in three different embedded processors 

including 8-bit AVR, 16-bit MSP, and 32-bit ARM. The 

highest performance is observed in ARM processor, since 

the processor supports long word size and strong instruction 

sets. Particularly, in MSP430 processor, Liu et al. [5] 

suggested efficient implementation over MoTE-255 curve. 

In this paper we employed major operations from their 

implementations and further improve the constant 

multiplication part and modular operations. Finally, we 

improved the performance by 1.1% and 2.2% for fixed point 

and random point computations, respectively.  

In Table 2, the performance of ECC based encryption on 

MSP430 processors is described. The result shows that the 

encryption and decryption take 0.988 and 0.688 seconds 

under 16 MHz operation frequency, respectively. This 

proves that the practical PKC based encryption is available 

in 16-bit MSP processors. 

 

 

V. CONCLUSION 
 

This paper presented several optimizations for efficiently 

implementing ECC based encryption schemes on 16-bit 

MSP platform. In particular, we introduce the implementation 

of encryption scheme (ECIES) over MoTE curve. The key 

generation is efficiently performed over Twisted Edward 

curve and encryption/decryption operations are highly 

optimized with state-of-art techniques. Finally we provide 

the practical results of ECC based encryption on 16-bit MSP 

processors. 
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