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Abstract In recent years, researches utilizing UAV for military purposes such as precision tracking and batting have
been actively conducted. In order to track the preceding flight, there has been a previous research on estimating the
attitude information of the flight such as roll, pitch, and yaw using images taken from the rear UAV. In this study,
we propose a method to estimate the attitude information more precisely by applying the Kalman filter to the existing
image processing technique. By applying the Kalman filter to the estimated attitude data using image processing, we
could reduce the estimation error of the attitude angle significantly. Through the simulation experiments, it was
confirmed that the estimation using the Kalman filter can estimate the posture information of the aircraft more

accurately.
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1. Introduction studies for utilizing UAV more efficiently are

continued[1-5]. When an UAV is flying in the air

Recently, UAV has been utilized not only for . iquring and controlling the current operating state
military usage but also for the whole industry, and and flight attitude of the UAV is a very important isste
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in military application[6]. In recent years, researches
have been conducted to measure the flight attitude
information of the UAV using an INS / GPS system
using a MEMS IMU for attitude control[7]. However,
in the case of submerged flight such that a large
number of UAVs fly in a certain area along a specific
leading UAV, it is necessary to perform a mission in
which a posterior UAV estimates the attitude
information of the leading UAV, then a concrete and
effective attitude estimation method is needed.
Recently, there has been a study on mission flight
that estimates the attitude information of the preceding
flight and follows the previous flight based on the
information by Paul and others[8]. This study was to
estimate the attitude information of the preceding flight
by analyzing the image information taken from the
camera mounted on the following flight body. Image
and statistical processing such as color space
matching[11], edge
detection[12], comer detection[13], virtual horizon line

segmentation[9,10],  template
detection[14], and linear regression[15] were used. As a
result, it was a study to estimate Euler angles such as
roll, pitch and yaw by using image processing. The
problem with this method is that the estimated angle is
more than 21 degrees in the case of the roll, and the
possibility of tracking failure based on the posture
estimation becomes very high. To improve this,
Kalman filter[16] was applied to the attitude data
estimated by image processing. The Kalman filter is a
recursive filter that traces the state of a linear
dynamics system that contains noise, and proceeds
with optimal statistical prediction of the current state
based on measurements taken over time. In this paper,
we propose an advanced system that improves the
attitude estimation performance by using the tracking

characteristics of the Kalman filter.

2. Estimation of UAV Attitude
Information

2.1 System Architecture

The system proposed by Paul and others is a
system that uses a camera mounted on a rear aircraft
to photograph an advanced flight object and estimate
the flight attitude information of the flight object
through image processing. In this study, Kalman filter
is applied to the attitude data estimated by this system,
so that the estimated attitude information can be
calculated more stably and precisely. The overall
system structure is shown in Fig. 1, and the operation

sequence is as follows.
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Fig. 1. Overall Structure of the Proposed System
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1. In PCO1, the flight simulator X-Plane[17] is used
to create the preceding flight, and the actual flight
data is transmitted to the PC02 while executing
the flight.

2. Then, take a picture of the PCO1's display screen
with the camera, and transfer the recorded movie
to PCO2 through the UDP communication.

3. The PC02 analyzes consecutive images of the
video and estimates the attitude information of
the preceding flight.

4. Apply a Kalman filter to estimate flight attitude
data that efficiently adapts to unclear changes in
the estimated attitude data.

5. Experiments are conducted to compare the
simulated flight data with the flight attitude data
estimated through the Kalman filter.

2.2 Attitude Estimation
The overall configuration of the flight attitude

information estimation system proposed by Paul and
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others is shown in Fig. 2, and the process of estimating

roll, pitch, and yaw angles is as follows.

Video Frame Image
v
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Template Matching
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Virtual Horizon Corner Points
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Fig. 2. Block Diagram of UAV Attitude Estimation
System Proposed by Paul and others

1. Take a picture of the flight scene of the leading
vehicle using a camera mounted on a following
vehicle Then, an individual frame of the moving
picture is applied to the estimation system.

2. Use the color segmentation technique to detect the
area of the flying object.

3. Template matching technique is used to
accurately detect objects by comparing them with
forward flying objects.

4. Detect the edge from the matched object and
binarize the image.

5. Detect a virtual horizontal line while detecting the
tail line of the aircraft based on the detected edge
information. Then, corner points are detected from
the binarized image.

6. Calculate the vertical distance from the detected
tail line information and corner point information.
Then, the angle between the lines is calculated
from the virtual horizontal line and the corner

point information. Also, the horizontal distance is

obtained from the corner point information.

7. Apply linear regression from the calculated
vertical distance data, and estimate the pitch
angle using the result and the vertical distance
value.

8. Estimate the roll angle using the angles calculated
between the lines.

9. Also estimate the angles based on the calculated
horizontal ~distance values and the linear

regression results calculated from them.

Based on the experimental results of the roll, yaw,
and pitch angles, which are the attitude information of
the preceding flight, through the estimation process as
shown in Fig. 2 composed of Paul et al., the flight
information generated by the X-Plane simulator and
the flight information estimated by image processing
and linear regression are compared. For the roll angle,
an error of up to 21 degrees occurred, and a mean error
of 9 degrees was measured except for the
instantaneous peak due to a sudden change of direction.
In the case of yaw angle, a mean error of 7 degrees and
2 degrees was generated, respectively. In case of pitch
angle, an error of 2 degrees and 1 degree was
measured respectively.

An error of about 5 to 7 degrees in the flight attitude
estimation is an estimated value that is likely to fail
continuous tracking. Therefore, it is necessary to
reduce this error to a much lower degree. In this paper,

we would solve this problem by applying Kalman filter.

3. Improvement of Attitude Estimation
by Kalman Filter

3.1 Kalman Filter
The Kalman filter is a filter developed by Rudolf E.

Kalman in the early 1960s and is a signal processing
algorithm that estimates the optimal value by using
past data and current measurements to remove the

noise contained in the measured values.
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Fig. 3. Process of Kalman Filter

The goal of Kalman filter is to estimate the optimal
current state from accumulated historical data and the
best data currently available. The Kalman filter adopts
a method of repeatedly performing time update
(prediction) and measurement update (correction) as
shown in Fig. 3. The time update is a step of
estimating a current value based on previous data, and
the measurement update is a step of correcting a
current measurement value using the estimated value.
In this paper, we apply the Kalman filter to the
estimated roll, pitch, and yaw values through image

processing to achieve robust estimation with less error.

3.2 Application of Kalman Filter
3.2.1 System Implementation
In order to

performance, the Kalman filter was applied to the flight

attitude estimation algorithm proposed by Paul et al.

The overall configuration of the proposed system using

improve the attitude estimation

Kalman filter is shown in Fig. 4 and the process is as

follows.

1. Inmitialize the Kalman filter in PCO1’s flight attitude
estimation main system.

2. Take off the Cessna 172SP unmanned aerial
vehicle from the X-Plane simulator installed on
PCO2 and fly it with the joystick.

3. Start communication with the flight attitude
estimation system using UDP.

4. Take a picture of the flight scene of the Cessna
unmanned aerial vehicle using an external camera
(assuming it is mounted on a following aircraft).

5. Estimate Cessna’s flight attitude using image
processing and linear regression from the
captured images.

6. Apply a Kalman filter to the estimated flight
attitude data using image processing and linear
regression and eamn the predicted data.

7. Compare the original attitude data that generated
from the X-Plane simulator with the estimated
data from Kalman filter.
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Fig. 4. Overall Configuration of The Proposed System
using Kalman Filter

3.2.2 Kalman filter Processing

Fig. 5 shows the software configuration that
performs Kalman filter processing using C ++ and
OpenCV library.
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Fig. 5. Software Configuration that Performs Kalman
Filter Processing

In order to operate the Kalman filter, the first
previous predicted value x;_; is initialized with the
first data estimated through image processing and
linear regression. The covariance value P, is
mitialized to 1 and then replaced with the new value
from the second iteration. And other fixed initial values
necessary for Kalman filter operation are initialized by
using fine tuning test values determined in the
constructed system to minimize RMSE[18]. Then, the
posture data of the unmanned aerial vehicle estimated
through image processing and linear association based
on the camera image is applied to the Kalman filter and
the posture estimation is performed in real time by
repeating the prediction and updating process.

4. Experiments and Results

4.1 Attitude Information Estimation
The real-time operation experiment was performed
by linking the unmanned aerial vehicle posture

estimation system with the Kalman filter constructed in

Section 3 with the camera and X-Plane simulator.
Based on the flight attitude data generated during the
operation of the unmanned aerial vehicle Cessna
generated by the X-Plane simulator, the estimated data
from the image processing and the linear association
are compared with the estimated data through the
Kalman filter. Fig. 6 (a) shows roll angle, (b) pitch
angle, and (c) yaw angle, respectively. In the figure, the
blue line represents the attitude data generated by the
X-Plane, and the red line represents the data estimated
through image processing and linear association. And
the green line shows the estimated data from the
Kalman filter. The mean and maximum error values for
the estimated data are shown in Table 1. When the
Kalman filter is used, the roll angles are improved by
6.1 and 3.8 degrees. For the pitch angle, the attitude
estimation performance improved by a maximum of 0.6
degrees and a mean of 0.3 degrees, and a maximum of

4.2 degrees and a mean of 0.8 degrees for the yaw

angle.
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Fig. 6. Mean and Maximum Error Values for The
Estimated Before and After Kalman Filter
Processing

Table 1. Comparisons among the Measured and the
Estimated Data

Image

Processing Kalman Filtering Improved
Mean Max Mean Max Mean Max
Roll 9.1 213 53 14.2 38 6.1
Pitch 1.1 23 08 1.7 0.3 06
Yaw 24 73 1.6 31 0.8 42

4.2 RMSE Measurements

The aim of this study is to more precisely estimate
the flight attitude of the leading unmanned aerial
vehicle using a camera mounted on the following
unmanned aerial vehicle. In order to verify the
estimated performance, RMSE(Root Mean Square Error
or RMSD(Root Mean Square Deviation) measure is
used[18]. RMSE or RMSD is expressed as the square
root value of the second sample moment relative to the
difference between the predicted value and the
observed value by the model, as in the following
equation (1).

(6]

where N is sample size, p; is a predicted value, and
0; is an observed value.

A RMSE value of 0 indicates that there is no

difference between the two values, and the lower the
value, the better the estimation performance is.
Therefore, RMSD is a measure of accuracy. As the
time progresses, the RMSEs of the image processing
result and the Kalman filter processing result are
measured and compared in order to examine the error
variation with the real-time flight data generated from
X-Plane.

Fig. 7 shows the comparison of RMSE measurement
results after image processing and Kalman filter
processing about the estimated roll angles, (b) pitch
angles, and (c) yaw angles, respectively. And Table 2
presents the mean and maximum RMSE values for the
three attitude angles. It can be seen from the table that
the estimate passed through the Kalman filter is more
accurate than both the average and maximum values
than the image processing estimates. By applying the
Kalman filter as shown in Table 2, it is possible to
improve the accuracy by 42% by the average and 35%

by the maximum.
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Fig. 7. Comparison of RMSE measurement results

after image processing and Kalman filter
processing
Table 2. Comparison of Mean and Max RMSE
Values for Three Attitude Angles

AVISD Image Processing Kalman Filtering
mean max mean max
Roll 48 6.9 28 45
Pitch 12 22 0.7 14
Yaw 04 0.54 02 0.35

5. Conclusion

In this paper, Kalman filter is added to the existing
system estimated by using image processing to
improve the estimation performance of the flight
attitude estimation system of the proceeding unmanned
aerial vehicle proposed by Paul and others. The
estimation error of the flight attitude data estimated
through the added Kalman filter can be reduced by
35% to 47% with much higher accuracy in all three of
the roll, pitch, and yaw for the simulation attitude data
generated in real time from the X-Plane simulator. In
the future, we intend to realize the unmanned aerial
vehicle posture estimation system through the
improvement of camera and estimation system, and the

experiment on actual unmanned aerial vehicle.
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