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Abstract 
 

Existing trust evaluation models for wireless sensor networks can accurately and objectively 
evaluate trust value of nodes, but the nodes’ energy saving problem was ignored. Especially 
when there are a few malicious nodes in a network, the overall trust value calculation for all 
nodes would waste lots of energy. Beside that, the network failure caused by nodes death 
was also not considered. In this paper, we proposed a method for avoiding energy hole which 
applied trust evaluation models and a trust evaluation method based on information entropy, 
so as to achieve the purpose of improving nodes utilization. Simulation results show that the 
proposed method can effectively improve nodes utilization, and it has reasonable detection 
rate and lower false alert rate compared to other classical methods. 
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1. Introduction 

Wireless sensor networks (WSNs) are usually randomly deployed in harsh environments 
for monitoring events such as temperature changes, fire, etc. The energy of sensor node is 
limited, and because of the harsh and unattended environment, the energy of sensor node can 
not be timely supplied. How to keep WSNs running safely under the premise of spending 
less energy has become the research focus. Traditional cryptography network security 
methods are highly secure, but they also cost numerous energy. Currently, the common 
method is evaluating the trust value of sensor nodes, which can ensure the security of WSNs. 

Trust evaluation models can accurately detect malicious nodes, however there is 
another problem we should solve, which is how to improve the utilization of sensor nodes. 
The main task of WSNs is to transmit events in the monitoring area to Sink node. How to 
transmit more events before nodes run out of energy is one of main indicators to assess 
nodes utilization. In this paper, the indicators to assess nodes utilization include the nodes 
lifetime, the success rate of event transmission and the number of event transmission packet. 
1. The nodes lifetime 

Nodes lifetime refers to the average lifetime of all sensor nodes in the monitoring area. 
If the nodes lifetime is long, it indicates that nodes’ energy consumption is balanced.  
2. The success rate of event transmission 

Assume that in a certain period the monitoring area generated m events in total, and 
Sink node received n events. Then the success rate of event transmission in this period is n/m. 
It’s wasted effort for transmitting events if events sensed by nodes can’t be successfully 
transmitted to Sink node. This requires WSNs to be secure and fully connected.  
3. The number of event transmission packets 

In trust evaluation models, forwarding trust value packets to Sink node will consume 
part of the energy. Besides, trust value calculation will also consume energy. Therefore, the 
number of event transmission packets will be reduced. When designing trust evaluation 
model for WSNs, it needs to consider not only security and accuracy but also energy saving. 
So that nodes can transmit more events information packets.  

In this paper, we proposed a method for avoiding energy hole which applied to trust 
evaluation models and a trust evaluation method based on information entropy, so as to 
achieve the purpose of improving nodes utilization. Simulation results show that the 
proposed method can effectively improve nodes utilization; it has reasonable detection rate 
when the percentage of malicious nodes is below 20%; and it has lower false alert rate 
compared to other classical methods. 

2. Related Work 
2.1 Trust Evaluation Models 

The general steps of WSNs trust evaluation models are as follows: all nodes in each period 
will calculate the trust value of neighbors according to the interactions with neighbors, and 
then send these trust value to Sink node, finally Sink node aggregates these trust value to 
calculate the final trust of all nodes. Over time, the trust value of legitimate nodes will 
become higher and higher while the trust value of malicious nodes will become lower and 
lower. S. Ganeriwal et al. [1] proposed a reputation-based framework for high integrity 
sensor networks (RFSN), which used a distributed trust management. Each node builds a 
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trust table by watchdog mechanism, and the trust includes direct trust and indirect trust. The 
interactions between nodes are recorded to revise current trust, so the trust value of nodes is 
objective. This is why RFSN is used so widely. R. A. Shaikh et al. [2] proposed a 
group-based trust management scheme for clustered wireless sensor networks (GMTS). It 
uses distributed trust management within the cluster and centralized trust management 
between clusters. GMTS does not focus on calculating trust of a single node, so it requires 
less memory to store the trust records. In addition, GTMS uses integer from 0 to 100 to 
represent trust value, which can reduce the cost for storing trust value. A. Boukerche et al. [3] 
proposed an agent-based trust and reputation management scheme for wireless sensor 
networks (ATRM). The model is based on hierarchical structure and mobile agents, and the 
agent of every node has a trust management mechanism. Mobile agents manage trust to 
achieve the minimum load of trust information transmission. Jiang Jinfang et al. [4] proposed 
an efficient distributed trust model for wireless sensor networks (EDTM). The trust 
calculation in EDTM includes calculation of direct trust, recommendation trust, and indirect 
trust. Direct trust should consider communication trust, energy trust and data trust; trust 
reliability and familiarity are defined to improve the accuracy of recommendation trust; 
indirect trust is calculated by Trust Chain which is established by recommenders. Besides, 
some researchers proposed trust evaluation methods for WSNs based on cluster [5-8], in 
which the cluster members layer and the cluster heads layer use different methods to 
calculate trust values; some researchers proposed trust evaluation methods for WSNs 
through aggregating direct and indirect trust [9-10]. 

These WSNs trust evaluation models resolved WSNs security issues, but they did not 
effectively utilize all sensor nodes. On one hand, they can’t ensure the uniform distribution 
and coverage density of nodes, so there would be information redundancy exist. On the other 
hand, they spend too much energy to transmit packets which contain trust value. 

2.1 Improving nodes utilization 

As mentioned in section 1, when designing trust evaluation methods for WSNs, we should 
consider how to improve the nodes lifetime, the success rate of event transmission and the 
number of event transmission packet. 

Scholars have proposed many routing protocols for WSNs to improve the nodes 
lifetime, such as LEACH [11], TEEN [12] and APTEEN [13]. Usman M J et al. [14] 
modified LEACH, and increased nodes lifetime better than LEACH.Author [15] proposed a 
coverage balancing based trust evaluation method (CBTE) for wireless sensor networks, 
which can effectively improve nodes lifetime. So in this paper, we will mainly focus on how 
to improve the other two indicators based on CBTE. 

The premise of improving the success rate of event transmission is to ensure that the 
WSNs is fully connected. Data flow in WSNs is a multi-to-one pattern, this means that the 
nodes closer to Sink node need to take on more load [16]. Therefore, these nodes deplete 
their energy too early, and result in energy hole problem around Sink node. In CBTE, the 
sensor nodes are initially deployed uniformly, the simulation results also show that the size 
of working nodes is stable and the coverage of monitoring area is also balanced. So when 
using sensor nodes deployment method in CBTE, there would appear energy hole with the 
running of the network. Then WSNs can’t be full connectivity, and it will reduce the success 
rate of event transmission. 

In [16] a good method of analyzing energy hole in WSNs is proposed, which divided 
the monitoring area into some concentric rings with Sink node in the center. It avoided 
energy hole by balancing energy consumption of each ring. Based on this, methods to solve 

http://www.engineeringvillage.org/controller/servlet/Controller?CID=quickSearchCitationFormat&searchWord1=%7bShaikh%2C+Riaz+Ahmed%7d&section1=AU&database=7&yearselect=yearrange&sort=yr
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.A.%20Boukerche.QT.&newsearch=true
https://www.engineeringvillage.com/search/submit.url?CID=quickSearchCitationFormat&origin=results&category=authorsearch&searchtype=Quick&searchWord1=%7bJiang%2C+Jinfang%7d&section1=AU&database=1&yearselect=yearrange&sort=yr


1116                                                Haibo et al: A trust evaluation  method for improving nodes 
utilization for wireless sensor networks 

energy hole problem in WSNs are mainly divided into three aspects, such as: Method in [17], 
the width of each ring is transmission radius of nodes, but the number of nodes between 
rings is not uniform. The ring closer to Sink node has higher nodes distribution density, so 
that it can balance energy consumption of each ring; Method in [18], the distribution of all 
nodes is uniform, but the width of each ring is not uniform. The ring closer to Sink node has 
larger width, so that it also can balance energy consumption of each ring; Method in [19], 
there are two kinds of nodes, working nodes and sleeping nodes. The distribution of working 
nodes is uniform, and the width of each ring is transmission radius of nodes. It uses sleep 
mechanism to balance energy consumption of each ring. 

These methods focus on the energy of receiving data and sending data when analyzing 
the energy consumption of each ring. The main purpose of this paper is to optimize the trust 
evaluation method of WSNs. When evaluating trust value of one node, it needs to aggregate 
the direct trust values at neighbors, which are calculated by the intercepting nodes. So in this 
paper when analyzing how to avoid energy hole, we must consider the energy consumed in 
intercepting data. This will be discussed in section 3. 

In addition, we proposed a trust evaluation method based on information entropy to 
improve the number of event transmission packet. This will be discussed in section 4. 

3. Deployment of Sensor Nodes 
3.1 Network Model and Assumptions 

We use the same network model with [16], all nodes are deployed in a circle monitoring area 
with the radius R, and the only Sink node is deployed in the center, as shown in Fig. 1. The 
transmission radius of all nodes is r, and the network is divided into M=R/r rings with the 
width r. From the inside out, Ci denotes the i-th ring, and Qi denotes the density of nodes 
(including working nodes and sleeping nodes) in i-th ring. As can be seen from Fig. 1, 
neighbors of nodes in Ci only appear in Ci+1, Ci and Ci-1. The main purpose of this section is 
to find out the relationship of nodes number between two neighboring rings, and deploy 
sensor nodes according to this to avoid energy hole. 

To assist in the analysis, several assumptions are presented in this section as follows: 
 There is no other communication in addition to the data sent to Sink node one-way 

from all nodes; 
 Working nodes in Ci (i>1) can send data to Ci-1 by one hop, particularly, working 

nodes in C1 can send data directly to Sink node; 
 All data do not need to be aggregated in the whole process of sending to Sink node; 
 There are no network congestion and network latency, and also no packet loss and 

packet resending. 
 According to simulation results of CBTE, the density of working nodes in whole 

monitoring area is stable. So this section assumes that the density of working nodes 
at any time is same, denoted as q. 
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Fig. 1. Network model 

 

3.2 Analysis of Energy Consumption in Each Ring 

Sensor nodes have four states: sending state, receiving state, intercepting state and sleeping 
state. Nodes in sending state consume most energy, and nodes in receiving state consume 
less energy than nodes in sending state. Nodes in intercepting state consume almost the same 
energy with nodes in receiving state. Nodes in sleeping state consume extremely few energy, 
which is negligible compared to the previous three states. Energy consumption model in this 
paper is: Sink node has enough energy, and the initial energy of all nodes are same, denoted 
as 𝜀; Node consumes energy e1 by sending 1 bit data, consumes energy e2 by receiving 1 bit 
data, and consumes energy e3 by intercepting 1 bit data. 

3.2.1 Energy Analysis of Sending and Receiving State 

According to the assumptions in section 3.1, working nodes in CM only need to send 
data generated in CM to CM-1, however working nodes in Ci (i<M) need both to transmit data 
sent from Ci+1 to Ci-1 and send data generated in Ci to Ci-1. 

Working nodes update every ΔTu time, and every period ΔT has Nu (Nu=ΔT/ΔTu) 
working nodes updating. After working nodes updating every time, each working node 
generates constant X packets with size L bits in the later ΔTu time. In following analysis, we 
denote the area of Ci with Si and the nodes density of Ci with Qi. 

For CM, during one period ΔT, the data amount sent to CM-1 is 
                             (1) 

Because all nodes in CM do not receive data, the energy consumed in sending data is 
                       (2) 

For CM-1, during one period ΔT, the data amount sent to CM-2 is 
          (3) 

All nodes in CM-1 consumed energy in sending and receiving data is 
  (4) 

And the like, for any Ci (i<M), during one period ΔT, the data amount sent to Ci-1 
(particularly, C1 send to Sink node directly) is 



1118                                                Haibo et al: A trust evaluation  method for improving nodes 
utilization for wireless sensor networks 

M

i u k
k i

D q N X L S
=

= ⋅ ⋅ ⋅ ⋅∑                                (5) 

All nodes in Ci consumed energy in sending and receiving data is 
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i u k u k
k i k i

E q N X L e S q N X L e S
= + =
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So for each Ci, during one period ΔT, it consumed energy in sending and receiving data 
is as formula (7): 

2 1
1

1

M M

u k u k
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q N X L e S q N X L e S i M
E

S q N X L e i M
= + =


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 ⋅ ⋅ ⋅ ⋅ ⋅ =

∑ ∑        (7) 

3.2.2 Energy Analysis of intercepting State 

When working nodes send or receive data, they also need to intercept the data sent by 
their neighbors. When neighbor sends a packet, node firstly intercepts the packet header. If 
the next hop is itself, the node receives the entire packet. Otherwise, the packet will be 
ignored by the node. The length of each packet header is constant, l bits. This part of the data 
will be intercepted by neighbors. When working nodes in Ci (1<i<M) send data to Sink node, 
working nodes in Ci+1, Ci and Ci-1 will intercept the data. Particularly, the data sent from C1 
will only be intercepted by C1 and C2, and the data sent from CM will only be intercepted by 
CM and CM-1. 

Because the average number of neighbors of each working node is 
2 1neibN q rπ = ⋅ −                                  (8) 

where, ⌊∗⌋ denotes round down. The data sent by each working node will be intercepted by 
Nm (Nm=Nneib) neighbors on average. 

For CM, during one period ΔT, the data amount sent to CM-1 is as formula (1), and the 
data amount of packet header in it is H

M M uD S q N X l= ⋅ ⋅ ⋅ ⋅ . This part of data will be 
intercepted by Nm neighbors on average. So the data amount intercepted by CM and CM-1 is 

, 1
H

M M m M m M uI N D N S q N X l− = ⋅ = ⋅ ⋅ ⋅ ⋅ ⋅                     (9) 
Correspondingly, the energy consumptions of intercepting this part of data for CM and 

CM-1 are respectively as follow: 
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1
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For CM-1, during one period ΔT, the data amount sent to CM-2 is as formula (3), and the 
data amount of packet header in it is ( )1 1

H
M M M uD S S q N X l− −= + ⋅ ⋅ ⋅ ⋅ . So the data amount 

intercepted by CM, CM-1 and CM-2 is 
( ), 1, 2 1 1

H
M M M m M m M M uI N D N S S q N X l− − − −= ⋅ = ⋅ + ⋅ ⋅ ⋅ ⋅            (12) 

Correspondingly, the energy consumptions of intercepting this part of data for CM, CM-1 
and CM-2 are respectively as follow: 
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For CM-2, during one period ΔT, the data amount sent to CM-3 is DM-2, and the data 
amount of packet header in it is ( )2 1 2

H
M M M M uD S S S q N X l− − −= + + ⋅ ⋅ ⋅ ⋅ . So the data 

amount intercepted by CM-1, CM-2 and CM-3 is 
( )1, 2, 3 2 1 2

H
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Correspondingly, the energy consumptions of intercepting this part of data for CM-1, 
CM-2 and CM-3 are respectively as follow: 
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So, for CM, during one period ΔT, the energy consumptions of intercepting data is 
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2 1 2 1
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And for CM-1, during one period ΔT, the energy consumptions of intercepting data is 
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         (21) 

And the like, for Ci (2<i<M-1), during one period ΔT, the energy consumptions of 
intercepting data is 
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For C2, during one period ΔT, the energy consumptions of intercepting data is 
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For C1, during one period ΔT, the energy consumptions of intercepting data is 

1 3 3
1 2

1 1
4 9

M M

m u k m u k
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F e N qN Xl S e N qN Xl S
= =
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3.3 Nodes Deployment 

According to the analysis in section 3.2, for each Ci, during one period ΔT, its total energy 
consumption is 

total
i i iE E F= +                             (25) 
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So the lifetime of Ci is i i
total
i

S Q T
E

ε⋅ ⋅
⋅ ∆ . Ideally, if all rings exhaust their own energy 

simultaneously, the utilization of nodes energy achieves the best. That is to say the lifetimes 
of all rings are equivalent. So we get formula (26): 
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So, 1 1 1
total total

i i i i i iS Q E S Q E− − −⋅ = ⋅ . Combined with formulas in section 3.2, we get the 
relationship of Si-1Qi-1 and SiQi as follow: 
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In this paper, nodes in CM are firstly deployed. Nodes density in CBTE is QM=10.87/r2, 
so the number of nodes deployed in CM is 

( ) ( )( ) ( )22
2

10.871 10.87 2 1M MS Q Mr M r M
r

π π π = − − ⋅ = −
 

        (28) 

Then, nodes are deployed from the outer ring to the inner ring one by one according to 
formula (27). 
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4. Trust Evaluation Method Based on Information Entropy 
Information entropy [20] is proposed by C. E. Shannon, which references the concept of 
thermodynamic. Entropy in thermodynamics is a physical quantity which describes the 
confusion of molecule, and the information entropy describes the uncertainty of information 
sources. The larger the information entropy is, the more uncertain information sources are. 

The mathematical expression of information entropy is shown in formula (29): 
2logi i

i
H p p= − ⋅∑                           (29) 

Where pi denotes the probability of i-th information source, and H is information entropy. 
In WSNs, we evaluate the uncertainty of malicious interaction of all nodes. For any 

node, all of its neighbors are information sources. Because these information sources are 
discrete, we use discrete information entropy to calculate the information entropy of 
malicious interaction. The larger the information entropy of malicious interaction is, the 
more uncertain information sources are. That is to say the node is uncertain whether 
neighbors have malicious interactions. So in order to save energy, the node will not send 
trust value of neighbors to Sink node. On the contrary, the smaller the information entropy is, 
the more certain the node is that neighbors have malicious interactions. So the node will send 
trust value of neighbors to Sink node. 
Definition 1. n-unit information entropy. The information entropy which has n non-zero 
information sources is called n-unit information entropy. 

4.1 Information entropy of malicious interaction 

In WSNs, there are three direct attacks when malicious nodes send packets: refuse 
forwarding attack, tampering attack, and flooding attack. When malicious nodes refuse 
forwarding packets or tamper packets, they will be discovered by their neighbors timely. If 
malicious nodes run out of neighbors’ energy by flooding attack, their neighbors will also 
detect the abnormality. Because the number of packets sent actively per unit time is limited 
whether in real network or simulation experiments. In real network, nodes send packets to 
Sink node actively when they sense some event, and in simulation experiments, we set every 
node the number of packets sent actively per second instead of the number of sensing events 
per second. 

When nodes detect packets has been tampered, it indicates there are malicious nodes in 
their neighbors, then they need to send trust value of their neighbors to Sink node. When 
nodes detect packets has been refused forwarding, it can’t indicate there must be malicious 
nodes in their neighbors, because network congestion and network latency will also lead to 
packets loss. At this time, we need to calculate the information entropy of refusing 
forwarding to determine whether there are refuse forwarding attacks or not. When nodes 
detect their neighbors have sent packets actively, it is also necessary to calculate information 
entropy of sending actively to determine whether there are flooding attacks or not. 

4.1.1 Information entropy of refusing forwarding 

Assuming that the packet loss rate is pl, in other words the average loss rate of each 
node is pl. Comparing pl with the packet loss rate of neighbor at one period can only detect 

https://www.baidu.com/link?url=j1z1nN5slLFhqpCwZPiF7cwG8dYbklEw3VMfTH-FEnE3MdGMLPR8pY5ftdRUgcP86iEdf6ELHypj1Z19J31PYKb_Bcp0cD4aOu9EmU6ww3C&wd=&eqid=fb53c2ad0000092600000005566d0cf5
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part of malicious behaviors. If the latter is larger than the former, it can’t indicate that the 
neighbor node is malicious node, because WSNs itself exist some packet loss caused by 
network congestion and network latency. On the contrary, it also can’t indicate that the 
neighbor node is legitimate node, because malicious node may keep dropping packets with a 
rate below pl, so that it can attack network continuously without being detected. Calculating 
the information entropy of refusing forwarding can effectively solve this problem, and 
malicious nodes will be promptly detected. 

As mentioned in section 3, nodes evaluate the trust values of neighbors by intercepting 
their behavior. For node i, each period it counts the number of packet loss of its neighbors. 
Assuming that the number of packets which are sent to neighbor node j from node i is Nij, 

and the number of packet loss by nodes j is Lij. Lij is standardized as ( ) 100ij s ij ijL L N = ×  , 

which denotes the number of packet loss when node i sent 100 packets to neighbor node j. pl 

is standardized as ( ) 100l s lP p= ×   , which denotes the average number of packet loss 

when one node sent 100 packets to another node. So the contribution to information entropy 

of refusing forwarding for ( )ij sL  is calculated by the formula (30) and (31): 

( ) ( ) 2 0ij ij s l sd L P j n= − < <                       (30) 

1

0ij
ij

ik
k n

d
p j n

d
≤ ≤

= < <
∑

                         (31) 

Where, n denotes the number of neighbors of node i. 

The bigger the difference in (30) is, the bigger the contribution is. When ( )ij sL  is much 

deviated from ( )l sP , some abnormal situation must be there which makes the entropy decrease. 
So, the information entropy of refusing forwarding at the current period is calculated as 

follows (32): 

( ) 2
1

logi ij ijt
j n

HR p p
≤ ≤

= − ⋅∑                       (32) 

If ( ) ( ) 1i it tHR HR
−

≥ , it indicates node i is uncertain whether there are refuse forwarding 

attacks in its neighbors. In order to save energy, node i does not send the trust value of its 
neighbors to Sink node. On the contrary, it indicates that there are very likely refuse 
forwarding attacks in its neighbors, so node i needs to send the trust value of its neighbors to 
Sink node. 

The above method can’t detect malicious nodes when malicious nodes attack WSNs as 
follows: Malicious node at first period drops a large number of packets, and at the after every 
period drops fewer packets than last period. In this situation, the information entropy at each 
period is larger than last period. Node is uncertain whether there are refuse forwarding 
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attacks in its neighbors and will not send the trust value of its neighbors to Sink node. The 
malicious node can’t be detected, but the fact is that malicious node attacks network 
continuously. So it is necessary to calculate the minimum information entropy of refusing 
forwarding under the premise of reasonable packet loss. The information entropy at each 
period must not only be not less than last period but also be not less than the minimum 
information entropy, so that the above attack can’t destroy the network. 

In formula (30), when ( ) ( )ij s l sL P≤ , the packet loss is reasonable. Therefore, under the 

premise of reasonable packet loss, the maximum of dij is ( ) 2l sP  and the minimum of dij is 

0. dij =0 has no contribution to information entropy, so we only consider the non-zero 
information sources, and the minimum of dij is 1/2.  

Assuming that node i has N non-zero information sources at one period. The algorithm 
of calculating the minimum information entropy is as Algorithm 1. As we can see this is a 
recursive process, and it will stop when N decrease to 2. Every round, if N is an odd, H can 
be reduced to (N-1)-unit information entropy by Corollary 3 in Appendix as step 3 and 4. If 
N is an even, H can be expressed as the sum of one (N/2)-unit information entropy and N/2 
2-unit information entropy by Corollary 4 in Appendix as step 9.  

Algorithm 1. algorithm of calculating minimum information entropy 

Input:  H = 1 2 ,( , , , )i i i NH p p p ; S = { }1 2 ,, ,i i i Np p p . 

Output:  H. 
1 While (N > 2){ 
2    If (N == odd){ 
3       Bubble_Sort(S);             //Set S is bubble sorted one round and 

                              //the minimum is in the final of set S 

4       H = , , ,
1 2 , 1( , , , )

1 1 1
i N i N i N

i i i N

p p p
H p p p

N N N−+ + +
− − −

 ; 

5       S = , , ,
1 2 , 1, , ,

1 1 1
i N i N i N

i i i N

p p p
p p p

N N N−

 
+ + + 

− − − 


; 

6       N = N-1; 
7    } 
8    Else{ 

9       H = 1 2 3 4 , 1 ,( , , , )i i i i i N i NH p p p p p p−+ + +  

          ( )
2 1

,2 1 ,2 2
,2 1 ,2 2

0 ,2 1 ,2 2 ,2 1 ,2 2

, ( , )
, ,

N
i n i n

i n i n
n i n i n i n i n

p p
p p H

p p p p

−
+ +

+ +
= + + + +

+ ∑ ; 
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10       S = { }1 2 3 4 , 1 ,, , ,i i i i i N i Np p p p p p−+ + + ; 

11       N = N/2; 
12    } 
13 } 
 Finally, the reasonable minimum of information entropy of refusing forwarding which 

has N non-zero information sources is ( ) 2min

( )1log ( , )
1 ( ) 1 ( )

l s
i

l s l s

PHR N H
P P

=    + +
. 

So if ( ) ( )mini itHR HR≥  and ( ) ( ) 1i it tHR HR
−

≥ , it indicates that node i is uncertain 

whether there are refusing forwarding attacks in its neighbors and does not send trust value 
of neighbors to Sink node. Otherwise node i needs to send trust value of neighbors to Sink 
node.  

4.1.2 Information entropy of sending actively 

Nodes in real network will send packets to Sink node actively when they sense events. 
However in simulation experiments we set every node the number of packets sent actively 
per second instead of the number of sensing events per second. Assuming that the number of 
packets sent actively per second is Ns. After each period, comparing the number of packets 
sent actively by neighbors per second with Ns is pointless. Because of network congestion, if 
a packet hasn’t been forwarded by the next hop within a certain time, the packet will be 
resent actively. It causes an increase in the number of packets sends actively. On the other 
hand, if there is serious network congestion in local area, the routing protocol will stop nodes 
in this area sending packets temporarily to alleviate network congestion. It causes a decrease 
in the number of packets sends actively. So comparing the number of packets sent actively 
by neighbors per second with Ns can’t detect malicious behavior. Calculating the information 
entropy of sending actively can effectively solve this problem, and malicious nodes will be 
promptly detected. 

For node i, each period it counts the number of packets sent actively per second by its 
neighbors. When node i receives a packet sent by its neighbor node j, it judges whether the 
packet is sent by node j actively according to IDs in packet. Assuming that the number of 
packets sent actively by node j at current period is Nj, namely the number of packets sent 

actively by node j per second in this period is ( ) Tj s jN N = ∆  , where ΔT denotes the 

duration of a period. So the contribution to information entropy of sending actively for 

( )j sN  is calculated by the formula (33) and (34): 

( ) 2 0ij j s sD N N j n= − < <                       (33) 
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1

0ij
ij

ik
k n

D
P j n

D
≤ ≤

= < <
∑

                        (34) 

Where, n denotes the number of neighbors of node i. 
So, the information entropy of sending actively at the current period is calculated as 

follows (35): 

( ) 2
1

logi ij ijt
j n

HS P P
≤ ≤

= − ⋅∑                         (35) 

By the same token, the reasonable minimum of information entropy of sending actively 

which has N non-zero information sources is ( ) 2min

1log ( , )
1 1

s
i

s s

NHS N H
N N

=    + +
. 

So if ( ) ( )mini itHS HS≥  and ( ) ( ) 1i it tHS HS
−

≥ , it indicates that node i is uncertain 

whether there are flooding attacks in its neighbors and does not send trust value of neighbors 
to Sink node. Otherwise node i needs to send trust value of neighbors to Sink node.  

4.2 Trust evaluation and aggregation 

At the end of every period, if node i is certain there are no malicious nodes in its neighbors, 
it does not send trust value of neighbors to Sink node. Certainly, node i does not need to 
calculate the trust value of neighbors at this time. Otherwise, node i needs to calculate the 
trust value of neighbors and send them to Sink node. So when there are no malicious nodes 
or fewer malicious nodes in WSNs, only some of the nodes need to send trust value of 
neighbors to Sink node. This saves energy of nodes. 

When node i needs to send trust value of neighbors to Sink node, it first calculates the 
trust value of its neighbors as formula (36) according to the attacks of malicious nodes: 

ij ij ij ij
ij

ij

S D L F
T

S
θ− − −

=                         (36) 

Where, Sij denotes the total number of packets nodes i interacted with node j at current period; 
Dij denotes the number of packets tampered by node j at current period; Lij denotes the 
number of packets dropped by node j at current period; Fij denotes the number of flooding 
attack packets sent by node j at current period. θ  is the sign of flooding attack, if there is 
no flooding attack, 0θ = . Otherwise, 1θ = , and at this time Fij is calculated as formula 
(37): 

T T 0
0

ij s ij s
ij

N N N N
F

else
− ⋅∆ − ⋅∆ >

= 


                (37) 

Where, Nij denotes the number of packets that node j sent to node i actively at current period. 
Ns is same with Ns in formula (33). 

Sink node aggregates the trust value of node j at current period as formula (38): 
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1
1( ) (1 )( )

K
iji

j t j t

T
T T

K
η η =

−= − + ∑                    (38) 

Where, 1( )j tT −  denotes the trust value of node j at Sink node at last period; Tij denotes the 

trust value of node j at node i. If Sink node has not received Tij, then Tij =0. K is the number 
of non-zero Tij. η  is the weight which is calculated as formula (39): 

jK Bη =                             (39) 

Where, Bj denotes the number of neighbor nodes of node j. Obviously, if all Tij are 0, then 
0η = , otherwise, 0 1η< ≤ . Especially, when all Tij are 0, the trust value of node j at Sink 

node is same with the trust value at last period according to formula (38); and when all Tij are 
non-zero, 1η =  according to formula (39), then the trust value of node j at Sink node is 

simplified as 1( )
jB

iji
j t

j

T
T

B
== ∑ . 

5. Simulation Environment 
In this paper, we set the simulation environment as follows: the monitoring area is a circular 
area with radius R; the transmission radius of sensor nodes is r; all nodes have same initial 
energy 𝜀; Sink node is located in the center of the monitoring area. According to the 
requirement of the proposed method, we set that nodes send Ns packets actively per second 
instead of the number of events they sensed. When the energy of one node is lower than 20% 
of initial energy, the node stops sending actively. However, if there are less than 10% nodes 
who send packets actively, part of nodes whose energy are lower than 20% of initial energy 
will continue to send packets actively. Other related experiments parameters are set as shown 
in Table 1. 
 

Table 1. Experiments parameters 
parameter value parameter value 

R 70m e1 9161 10 /J bit−×  
r 10m e2 9135 10 /J bit−×  
𝜀 1J e3 9133 10 /J bit−×  

ΔT 5s pl 6% 
L 800bit Ns 3 
l 30bit   

 
Obviously, monitoring area is divided into seven rings with width 10m (Particularly, C1 

is a circular with radius 10m). According to the parameters above, the nodes deployment in 
each ring can be calculated as formula (28) and (27), as shown in Table 2. 
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Table 2. The nodes deployment in each ring 
ring nodes number ring nodes number 
C7 444 C3 2390 
C6 1090 C2 2648 
C5 1616 C1 2454 
C4 2051   

We compared the proposed method with RFSN，EDTM and GTMS in following 
aspects: 

 The node lifetime: For RFSN，EDTM and GTMS, node lifetime refers to the time 
from node adding into the network to node death. However, for the proposed 
method, node lifetime is only the accumulation of time when node is working. 

 The success rate of event transmission: It is mentioned in section 2. Every 100 
seconds we will calculate the success rate of event transmission. 

 The number of packets: It mainly includes two types of packets, one is the number 
of event transmission packets, and the other is the number of trust transmission 
packets. 

 The malicious nodes detection rate: The ratio of malicious nodes detected to all 
malicious nodes. 

 The legitimate nodes false alert rate: The ratio of legitimate nodes mistaken for 
malicious nodes to all legitimate nodes. 

At the beginning of the simulation, we selected 178 nodes randomly from all nodes as 
initial nodes according to CBTE. When the network reaches coverage balance in proposed 
method, the size of working nodes remains at 300 or so. So the nodes size of other three 
methods is set to be 300. Obviously, the nodes size of proposed method is 42 times the nodes 
size of other three methods. When we set malicious nodes artificially, the number of 
malicious nodes of proposed method is 42 times the number of other three methods, too. 

6. Results and Discussion 
To compare nodes lifetime in one figure, in every method we all sample 100 nodes randomly. 
Fig. 2 compares nodes lifetime of proposed method and other three methods under the 
premise of no malicious nodes. As we can see, the average nodes lifetime of proposed 
method is about 1550 seconds, and RFSN，EDTM and GTMS are about 700 , 770 and 860 
seconds respectively. It indicates that the proposed method can effectively increase nodes 
lifetime. The main reason is that the proposed method can keep working nodes coverage 
balancing on the basis of CBTE, and reduce lots of redundant information. In addition, each 
node in proposed method needs to calculate the information entropy of malicious interaction 
every period. If the information entropy is lower than previous period or lower than 
threshold, the node needs to send neighbors’ trust value to Sink node. For there are no 
malicious nodes, the information entropy of malicious interaction is always in reasonable 
range, and nodes do not need to send neighbors’ trust value to Sink node. 
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Fig. 2. Comparison of nodes lifetime 

Fig. 3 shows the success rate of event transmission of proposed method and other three 
methods over time in the absence of malicious nodes, where each point represents the 
success rate of event transmission last 100 seconds. Because there is sleep mechanism in 
proposed method, we randomly select one node’s whole working time as the time axis. As 
we can see, the success rate of event transmission of other three methods decline sharply at 
about 600 seconds, while the proposed method declines sharply at about 1400 seconds. The 
main reason for success rate of event transmission decreasing is the disconnected network 
due to the death of nodes. So Fig. 3 illustrates that the proposed method can keep network 
connected for long time. In addition, the success rate of event transmission of proposed 
method is 100% from about 900 seconds to 1400 seconds. Because at this period the number 
of events generated is less and there is no network congestion. All events can be successfully 
transferred to Sink node. Fig. 2 and Fig. 3 indicate the proposed method can improve nodes 
utilization. 

 

Fig. 3. Comparison of success rate of event transmission 

Fig. 4 compares two types of packets of proposed method and other three methods with 
different malicious nodes percentage. Since the nodes size of proposed method is 42 times 
the nodes size of other two methods, the packets number of proposed method need to be 
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divided by 42. As we can see, the number of trust transmission packets of proposed method 
is less than other three methods when there are no malicious nodes or only 10% malicious 
nodes. Because the proposed method calculates the information entropy of malicious 
interaction, only a small part of nodes need to send neighbors’ trust value to Sink node. In 
Fig. 4(a) and Fig. 4(b) the proposed method transmits more event transmission packets than 
other three methods. So the proposed method improves nodes utilization when malicious 
nodes are few. In Fig. 4(c), the numbers of trust transmission packets of four methods are 
almost the same. So the proposed method loses the advantage compared with other three 
methods. 

   
(a) No malicious nodes                 (b) 10% malicious nodes 

 

(c) 40% malicious nodes 
Fig. 4. Comparison of packets with different malicious nodes percentage 

Fig. 5 shows the detection rate of proposed method and other three methods over the 
increment of malicious nodes. As we can see, when the percentage of malicious nodes is 
below about 20%, the detection rate of proposed method has no big difference from other 
three methods, and four methods are all higher than 80%. But with the increasing of 
malicious nodes, the detection rate of proposed method declines sharply. When the 
percentage of malicious nodes is above about 45%, the detection rate of proposed method is 
less than 5%, which means the proposed method almost is unable to detect any malicious 
node. This is because when the percentage of malicious nodes is higher, neighbors of many 
nodes are malicious nodes, and at this time the malicious behaviors will increase information 
entropy of malicious interaction. Nodes are uncertain whether there are malicious nodes in 
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their neighbors, and do not send trust value of their neighbors to Sink node. So Sink node 
will not update the trust value of malicious nodes, and can’t detect malicious nodes. 

 

Fig. 5. Comparison of detection rate 
 

Fig. 6 shows the false alert rate of proposed method and other three methods over the 
increment of malicious nodes. As we can see, the false alarm rate of proposed method is 
always less than other three methods, and is less than 10% when the percentage of malicious 
nodes is below about 30% and above about 50%. When the percentage of malicious nodes is 
below about 40%, the false alert rates of four methods are almost unanimous. When the 
percentage of malicious nodes is above about 45%, the proposed method almost can’t detect 
any malicious nodes according to Fig. 5. At this time, both legitimate nodes and malicious 
nodes do not send trust value of their neighbors to Sink node, so Sink node will not update 
the trust value of any nodes. That is to say, Sink node will not mistake legitimate nodes for 
malicious nodes. So the false alert rate will be very low, and decline more obviously with the 
increasing of malicious nodes. 

 

 
Fig. 6. Comparison of false alert rate 
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7. Conclusion 
In this paper, we aimed to improve nodes utilization in trust evaluation models for WSNs, 
and proposed three indicators to assess nodes utilization: the nodes lifetime, the success rate 
of event transmission, and the number of event transmission packet. Existing coverage 
balancing based trust evaluation method can effectively improve nodes lifetime. On this 
basis, this paper proposed a method to avoid energy hole which applied to trust evaluation 
models and this method can improve the success rate of event transmission. In addition, we 
also proposed a trust evaluation method based on information entropy, which reduced lots of 
trust transmission packets and improved the number of event transmission packet. Our 
proposed method can effectively improve nodes utilization compared to RFSN，EDTM and 
GTMS. Simulation results showed that this method has reasonable detection rate when the 
percentage of malicious nodes is below 20% and has lower false alert rate compared with 
other classical methods.  

The purpose of this paper is to improve node utilization, thus the detection rate of the 
proposed method is a bit lower than other methods. In the future, we will research more 
effective trust evaluation methods, which can not only improve nodes utilization, but also 
ensure the detection rate. 
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Appendix 
1 Discrete information entropy 

Corollary 1. For any n-dimensional vectors 1 2( , , , )nP p p p=   and 1 2( , , , )nQ q q q=  , if 
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Corollary 2: If 2 2 1 10 1y x x y< < < < < , then 1 2 1 2( , ) ( , )H x x H y y> . 

Proof: According to the definition of information entropy, 1 2 1 2 1x x y y+ = + = , if 

1 1x y ε= − , then 2 2x y ε= + . 
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According to Corollary 1, for 2-dimensional vectors 1 2( , )P y y=  and 

1 2( , )Q y yε ε= − + , then 1 2 1 2 2 2 1 2 1 2 2 2log log log ( ) log ( )y y y y y y y yε ε− − ≤ − − − + . 

Moreover 1
2

2

log 0y
y

εε
ε

−
>

+
, hence 1 2 1 2( , ) ( , ) 0H x x H y y− > . 

Corollary 2 shows that when there are only two non-zero information sources in 
neighbors, the bigger the difference of two  information sources is, the smaller 
the  information entropy is; on the contrary, the smaller the difference is, the bigger 
the  information entropy is. When two information sources are same, the information 
entropy will be the maximum. 

Corollary 3: For (n+1)-unit information entropy 1 2 1( , , , , )n nH x x x x + , where 1nx +  is the 

minimum, then 1 1 1
1 2 1 1 2( , , , , ) ( , , , )n n n

n n n
x x xH x x x x H x x x
n n n
+ + +

+ > + + +  . 
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Proof: 
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Every item is positive, So 1 1 1
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Corollary 4: For 2n-unit information entropy 1 2 3 4 2 1 2( , , , , , , )n nH x x x x x x− , it can be 

expressed as follows: 
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Corollary 4 show that any 2n-unit information entropy (n>1) can be expressed as the sum 
of one n-unit information entropy and n 2-unit information entropy. 

 


