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#### Abstract

In this paper, firstly we compute the spectral norm of $g$ circulant matrices $C_{n, g}=g$ - $\operatorname{Circ}\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$, where $c_{i} \geq 0$ or $c_{i} \leq 0$ (equivalently $c_{i} \cdot c_{j} \geq 0$ ). After, we compute the spectral norms, determinants and inverses of the $g$-circulant matrices with the Fibonacci and Lucas numbers.


## 1. Introduction

An $n \times n$ matrix $C$ is called a circulant matrix if it is of the form

$$
C=\left[\begin{array}{cccc}
c_{0} & c_{1} & \cdots & c_{n-1} \\
c_{n-1} & c_{0} & \cdots & c_{n-2} \\
c_{n-2} & c_{n-1} & \cdots & c_{n-3} \\
\vdots & \vdots & & \vdots \\
c_{1} & c_{2} & \cdots & c_{0}
\end{array}\right]
$$

or an $n \times n$ matrix $C$ is circulant if there exist $c_{0}, c_{1}, \ldots, c_{n-1}$ such that the $i, j$ entry of $C$ is $c_{i-j \bmod n}$, where the rows and columns are numbered from 0 to $n-1$ and $k \bmod n$ means the number between 0 to $n-1$ that is congruent to $k \bmod n$. Thus, we denote the circulant matrix $C$ as $C=\operatorname{Circ}\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$.

An $n \times n$ matrix $C_{g}$ is called a $g$-circulant matrix if it is of the form

$$
C_{g}=\left[\begin{array}{cccc}
c_{0} & c_{1} & \cdots & c_{n-1}  \tag{1.1}\\
c_{n-g} & c_{n-g+1} & \cdots & c_{n-g-1} \\
c_{n-2 g} & c_{n-2 g+1} & \cdots & c_{n-2 g-1} \\
\vdots & \vdots & & \vdots \\
c_{g} & c_{g+1} & \cdots & c_{g-1}
\end{array}\right]
$$

where $g$ is a nonnegative integer. The entries of the matrix $C_{g}$ are characterized by the rule $C_{g}=\left[c_{(i-j g) \bmod n}\right]_{i, j=0}^{n-1}$. Also, the matrix $C_{g}$ is determined by its first row elements and the parameter $g$, that is, its $(j+1)$ th row is obtained by giving its $j$ th row a right circular shift by $g$ positions. Thus, we denote the

[^0]$g$-circulant matrix $C_{g}$ as $C_{g}=g$ - $\operatorname{Circ}\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$. When we take $g=1$, the matrix $C_{g}=\operatorname{Circ}\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$ is an ordinary circulant matrix (briefly, circulant matrix). Any circulant matrix and $g$-circulant matrix has many interesting properties. Some of them are [8]:

1 Let $A$ be $n \times n$. Then $A$ is a circulant if and only if

$$
A \pi=\pi A
$$

where the matrix $\pi=\operatorname{Circ}(0,1,0, \ldots, 0)$.
2. $\operatorname{Circ}\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)=c_{0} I+c_{1} \pi+\cdots+c_{n-1} \pi^{n-1}$.
3. All circulants of the same order commute. If $C$ is a circulant so is $C^{*}$. Hence $C$ and $C^{*}$ commute and therefore all circulants are normal matrices, where $C^{*}$ is conjugate transpose of $C$.
4. $A$ is a $g$-circulant matrix if and only if $A \pi=\pi A^{g}$.
5. Let $A$ be a nonsingular $g$-circulant matrix. Then $A^{-1}$ is a $g^{-1}$-circulant.

6 . If the $n \times n$ matrices $A, C$ and $Q$ are of the forms $A=g$ - $\operatorname{Circ}\left(a_{0}, a_{1}, \ldots\right.$, $\left.a_{n-1}\right), C=\operatorname{Circ}\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$ and $Q=g$ - $\operatorname{Circ}(1,0,0, \ldots, 0)$, then

$$
\begin{equation*}
A A^{*} \text { is a circulant matrix, } \tag{1.2}
\end{equation*}
$$

$$
\begin{equation*}
A=Q C \tag{1.3}
\end{equation*}
$$

$$
\begin{equation*}
Q^{-1}=Q^{*}(Q \text { is unitary }) \tag{1.4}
\end{equation*}
$$

For more introduction and algebraic properties of circulant (or $g$-circulant) matrices, please refer to the classical book by Davis [8].

The $g$-circulant matrices play important roles in physics, signal and image processing, statistics, coding theory and so on. There are lots of articles concerning the determinants, inverses, spectral norms and many applications of circulant (or $g$-circulant) matrices $[2,4-7,9,10,13,14,16-18,22-24]$. Solak $[17,18]$ has presented some bounds for the spectral and Euclidean norms of circulant matrices with the Fibonacci and Lucas numbers. Shen et al. [16] have computed the determinants and inverses of circulant matrices with Fibonacci and Lucas numbers. Similarly, Bozkurt and Tam [7] have computed the determinants and inverses of circulant matrices with Jacobsthal and JacobsthalLucas Numbers. Ngongiep [14] has showed the singular values of $g$-circulants. Zhou and Jiang [24] have derived explicit expressions of spectral norms for certain of $g$-circulant matrices with classical Fibonacci and Lucas numbers entries when $(n, g)=1$. In this paper, we study some properties of $g$-circulant matrices with the Fibonacci and Lucas numbers when $(n, g)=1$ and $(n, g) \neq 1$.

The main contents of this paper are organized as follows: In Section 2, we give some preliminaries, definitions and lemmas related to our study. In Section 3 , firstly we compute the spectral norm of $g$-circulant matrix with all entries are nonnegative or nonpositive. Secondly, we give some special cases of our results including Fibonacci and Lucas numbers. In Sections 4 and 5, we compute
determinants and inverses of the $g$-circulant matrices with the Fibonacci and Lucas numbers by using results of the paper [16].

## 2. Preliminaries

The sequences of the Fibonacci numbers are one of the most well-known sequences, and it has many applications to different fields such as mathematics, statistics and physics. The Fibonacci numbers are defined by the second order linear recurrence relation: $F_{n+1}=F_{n}+F_{n-1}(n \geq 1), F_{0}=0$ and $F_{1}=$ 1. Similarly, the Lucas numbers are defined by $L_{n+1}=L_{n}+L_{n-1}(n \geq 1)$, $L_{0}=2$ and $L_{1}=1$. Let $\alpha$ and $\beta$ be the roots of the characteristic equation $x^{2}-x-1=0$, then the Binet formulas of $F_{n}$ and $L_{n}$ are [16]:

$$
F_{n}=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta}, \quad L_{n}=\alpha^{n}+\beta^{n}
$$

The Fibonacci and Lucas numbers and their generalized forms have many applications in matrices and have many interesting identities $[1,3,7,9,11,12$, 15-21]. Two of them are:

$$
\begin{equation*}
\sum_{s=0}^{n-1} F_{s}=F_{n+1}-1 \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{s=0}^{n-1} L_{s}=L_{n+1}-1 . \tag{2.2}
\end{equation*}
$$

Definition 1. Let $A=\left(a_{i j}\right)$ be any $m \times n$ matrix. The spectral norm of $A$ is

$$
\|A\|_{2}=\sqrt{\max _{i} \lambda_{i}\left(A^{*} A\right)},
$$

where $\lambda_{i}\left(A^{*} A\right)$ are eigenvalues of $A^{*} A$ and $A^{*}$ is conjugate transpose of $A$.
Lemma 1 ([16]). Let $A_{n}=\operatorname{Circ}\left(F_{1}, F_{2}, \ldots, F_{n}\right)$ be a circulant matrix. Then we have

$$
\operatorname{det} A_{n}=\left(1-F_{n+1}\right)^{n-1}+F_{n}^{n-2} \sum_{k=1}^{n-1} F_{k}\left(\frac{1-F_{n+1}}{F_{n}}\right)^{k-1} .
$$

Lemma 2 ([16]). Let $A_{n}=\operatorname{Circ}\left(F_{1}, F_{2}, \ldots, F_{n}\right)(n>2)$ be a circulant matrix. Then we have

$$
A_{n}^{-1}=\frac{1}{f_{n}} \operatorname{Circ}\left(f_{0}, f_{1}, f_{2}, \ldots, f_{n-1}\right),
$$

where

$$
f_{s}=\left\{\begin{array}{l}
1+\sum_{i=1}^{n-2} \frac{F_{n-i} F_{n}^{i-1}}{\left(F_{1}-F_{n+1}\right)^{i}}, \quad \text { if } s=0,  \tag{2.3}\\
-1+\sum_{i=1}^{n-2} \frac{F_{n-1-i} F_{n}^{i-1}}{\left(F_{1}-F_{n+1}\right)^{i}}, \quad \text { if } s=1, \\
-\frac{F_{n}^{s-2}}{\left(F_{1}-F_{n+1}^{s-1}, \quad \text { if } 2 \leq s \leq n-1,\right.} \\
F_{1}-F_{n}+\sum_{i=1}^{n-2} F_{i}\left(\frac{F_{n}}{F_{1}-F_{n+1}}\right)^{n-i-1}, \quad \text { if } s=n .
\end{array}\right.
$$

Lemma 3 ([16]). Let $B_{n}=\operatorname{Circ}\left(L_{1}, L_{2}, \ldots, L_{n}\right)$ be a circulant matrix. Then we have

$$
\operatorname{det} B_{n}=\left(1-L_{n+1}\right)^{n-1}+\left(L_{n}-2\right)^{n-2} \sum_{k=1}^{n-1}\left(L_{k+2}-3 L_{k+1}\right)\left(\frac{1-L_{n+1}}{L_{n}-2}\right)^{k-1}
$$

Lemma 4 ([16]). Let $B_{n}=\operatorname{Circ}\left(L_{1}, L_{2}, \ldots, L_{n}\right)$ be a circulant matrix. Then we have

$$
\begin{equation*}
B_{n}^{-1}=\frac{1}{l_{n}} \operatorname{Circ}\left(l_{0}, l_{1}, l_{2}, \ldots, l_{n-1}\right), \tag{2.4}
\end{equation*}
$$

where

$$
l_{s}=\left\{\begin{array}{l}
1+\sum_{i=1}^{n-2} \frac{\left(L_{n+2-i}-3 L_{n+1-i}\right)\left(L_{n}-2\right)^{i-1}}{\left(L_{1}-L_{n+1}\right)^{i}}, \quad \text { if } s=0, \\
-3+\sum_{i=1}^{n-2} \frac{\left(L_{n+1-i}-3 L_{n-i}\right)\left(L_{n}-2\right)^{i-1}}{\left(L_{1}-L_{n+1}\right)^{i}}, \quad \text { if } s=1, \\
-\frac{5\left(L_{n}-2\right)^{s-2}}{\left(L_{1}-L_{n+1}\right)^{s-1}}, \quad \text { if } 2 \leq s \leq n-1, \\
L_{1}-3 L_{n}+\sum_{i=1}^{n-2}\left(L_{i+2}-3 L_{i+1}\right)\left(\frac{L_{n}-2}{L_{1}-L_{n+1}}\right)^{n-i-1}, \quad \text { if } s=n .
\end{array}\right.
$$

Throughout this paper the $n \times n$ matrices $C_{n, g}, C_{n, 1}, C_{n, g}(F), C_{n, g}(L)$, $C_{n, 1}(F), C_{n, 1}(L)$ and $Q_{n, g}$ denote the following matrices:

$$
\begin{aligned}
& C_{n, g}=g-\operatorname{Circ}\left(c_{0}, c_{1}, \ldots, c_{n-1}\right), \\
& C_{n, 1}=\operatorname{Circ}\left(c_{0}, c_{1}, \ldots, c_{n-1}\right), \\
& C_{n, g}\left(F_{s}\right)=g-\operatorname{Circ}\left(F_{s}, F_{s+1}, \ldots, F_{s+n-1}\right), \\
& C_{n, 1}\left(F_{s}\right)=\operatorname{Circ}\left(F_{s}, F_{s+1}, \ldots, F_{s+n-1}\right), \\
& C_{n, g}\left(L_{s}\right)=g-\operatorname{Circ}\left(L_{s}, L_{s+1}, \ldots, L_{s+n-1}\right), \\
& C_{n, 1}\left(L_{s}\right)=\operatorname{Circ}\left(L_{s}, L_{s+1}, \ldots, L_{s+n-1}\right)
\end{aligned}
$$

and

$$
Q_{n, g}=g-\operatorname{Circ}(1,0, \ldots, 0),
$$

where $c_{i} \geq 0$ or $c_{i} \leq 0$ (equivalently $\left.c_{i} \cdot c_{j} \geq 0\right)(i, j=0,1, \ldots, n-1), F_{n}$ and $L_{n}$ denote the $n$th Fibonacci and Lucas numbers, respectively. Also, $[n, g]$ and $(n, g)$ denote the least common multiple of $n, g$ and the greatest common divisor of $n, g$, respectively.

## 3. The spectral norm

Theorem 1. The spectral norm of the matrix $C_{n, g}$ holds

$$
\left\|C_{n, g}\right\|_{2}=\left[(n, g) \sum_{m=0}^{k-1} \sum_{s=0}^{n-1} c_{s} c_{s-m g}\right]^{\frac{1}{2}}
$$

where $k=\frac{[n, g]}{g}$.
Proof. From (1.2), the matrix $C_{n, g} C_{n, g}^{*}$ is a circulant matrix. If the first row of $C_{n, g} C_{n, g}^{*}$ is $\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)$, then

$$
\begin{aligned}
C_{n, g} C_{n, g}^{*} & =\left[\begin{array}{cccc}
a_{0} & a_{1} & \cdots & a_{n-1} \\
a_{n-1} & a_{0} & \cdots & a_{n-2} \\
\vdots & \vdots & & \vdots \\
a_{1} & a_{2} & \cdots & a_{0}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
c_{0} & c_{1} & \cdots & c_{n-1} \\
c_{n-g} & c_{n-g+1} & \ldots & c_{n-g-1} \\
\vdots & \vdots & & \vdots \\
c_{g} & c_{g+1} & \cdots & c_{g-1}
\end{array}\right]\left[\begin{array}{cccc}
c_{0} & c_{n-g} & \cdots & c_{g} \\
c_{1} & c_{n-g+1} & \cdots & c_{g+1} \\
\vdots & \vdots & & \vdots \\
c_{n-1} & c_{n-g-1} & \cdots & c_{g-1}
\end{array}\right] .
\end{aligned}
$$

From matrix multiplication, we obtain

$$
\begin{equation*}
\underset{0 \leq i \leq n-1}{a_{i}}=\sum_{s=0}^{n-1} c_{s} c_{s-i g} . \tag{3.1}
\end{equation*}
$$

Since $c_{[s-(p k+j) g]}=c_{(s-j g)}$ under $\bmod n$, we have $a_{j}=a_{p k+j}$, where $k=\frac{[n, g]}{g}$, $j=0,1, \ldots, k-1, p=0,1, \ldots, \frac{n}{k}-1$. Then, for every $j=0,1, \ldots, k-1$, $a_{j}\left(\right.$ equivalently the block $\left.\left(a_{0}, a_{1}, \ldots, a_{k-1}\right)\right)$ is repeated $\frac{n}{k}$ times in the row $\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)$. Thus, the first row of $C_{n, g} C_{n, g}^{*}$ is

$$
(\underbrace{a_{0}, a_{1}, \ldots, a_{k-1}}_{1}, \underbrace{a_{0}, a_{1}, \ldots, a_{k-1}}_{2}, \ldots, \underbrace{a_{0}, a_{1}, \ldots, a_{k-1}}_{\frac{n}{k}}) .
$$

Since the circulant matrix $C_{n, g} C_{n, g}^{*}$ is normal, its spectral norm is equal to its spectral radius. Furthermore, by considering $C_{n, g} C_{n, g}^{*}$ is irreducible and its entries are nonnegative, we have that the spectral radius (or spectral norm) of
the matrix $C_{n, g} C_{n, g}^{*}$ is equal to its Perron root. We select an $n$-dimensional column vector $v=(1,1, \ldots, 1)^{T}$, then by (3.1)

$$
\left[C_{n, g} C_{n, g}^{*}\right] v=\left(\sum_{i=0}^{n-1} a_{i}\right) v=\left(\frac{n}{k} \sum_{m=0}^{k-1} a_{m}\right) v=\left(\frac{n}{k} \sum_{m=0}^{k-1} \sum_{s=0}^{n-1} c_{s} c_{s-m g}\right) v .
$$

Obviously, $\frac{n}{k} \sum_{m=0}^{k-1} \sum_{s=0}^{n-1} c_{s} c_{s-m g}$ is an eigenvalue of $C_{n, g} C_{n, g}^{*}$ associated with $v$ and it is the Perron root of $C_{n, g} C_{n, g}^{*}$. Hence

$$
\left\|C_{n, g} C_{n, g}^{*}\right\|_{2}=\frac{n}{k} \sum_{m=0}^{k-1} \sum_{s=0}^{n-1} c_{s} c_{s-m g}
$$

Finally, from the equalities $\left\|C_{n, g}\right\|_{2}^{2}=\left\|C_{n, g} C_{n, g}^{*}\right\|_{2}$ and $\frac{n}{k}=(n, g),\left\|C_{n, g}\right\|_{2}$ holds

$$
\left\|C_{n, g}\right\|_{2}=\left[(n, g) \sum_{m=0}^{k-1} \sum_{s=0}^{n-1} c_{s} c_{s-m g}\right]^{\frac{1}{2}} .
$$

Example 1. If we take firstly $c_{i}=F_{i}$ and secondly $c_{i}=L_{i}$ in Theorem 1, we have

$$
\left\|C_{n, g}\left(F_{0}\right)\right\|_{2}=\left[(n, g) \sum_{m=0}^{k-1} \sum_{s=0}^{n-1} F_{s} F_{s-m g}\right]^{\frac{1}{2}}
$$

and

$$
\left\|C_{n, g}\left(L_{0}\right)\right\|_{2}=\left[(n, g) \sum_{m=0}^{k-1} \sum_{s=0}^{n-1} L_{s} L_{s-m g}\right]^{\frac{1}{2}}
$$

Theorem 2. The spectral norm of the matrix $C_{n, g}$ holds
where $(n, g)=1$.
Proof. If we take $(n, g)=1$ in Theorem 1, then $k=n$ and

$$
\left\|C_{n, g}\right\|_{2}=\left[\sum_{m=0}^{n-1} \sum_{s=0}^{n-1} c_{s} c_{s-m g}\right]^{\frac{1}{2}}=\left[\sum_{s=0}^{n-1} c_{s} \sum_{m=0}^{n-1} c_{s-m g}\right]^{\frac{1}{2}} .
$$

Let $\underset{0 \leq s \leq n-1}{H_{s}}=\{s-m g: 0 \leq m \leq n-1$ and $(n, g)=1\}$. Then

$$
\underset{0 \leq s \leq n-1}{H_{s}}=\{0,1, \ldots, n-1\}
$$

and

$$
\sum_{m=0}^{n-1} c_{s-m g}=\sum_{t=0}^{n-1} c_{t}
$$

under $\bmod n$. Thus

$$
\left\|C_{n, g}\right\|_{2}=\left[\sum_{s=0}^{n-1} c_{s} \sum_{t=0}^{n-1} c_{t}\right]^{\frac{1}{2}}=\left[\left(\sum_{s=0}^{n-1} c_{s}\right)^{2}\right]^{\frac{1}{2}}=\left|\sum_{s=0}^{n-1} c_{s}\right|=\sum_{s=0}^{n-1}\left|c_{s}\right|
$$

This completes the proof.
Example 2. Let $(n, g)=1$. If we take firstly $c_{i}=F_{i}$ and secondly $c_{i}=L_{i}$ in Theorem 2, we have by (2.1)

$$
\left\|C_{n, g}\left(F_{0}\right)\right\|_{2}=F_{n+1}-1
$$

and by (2.2)

$$
\left\|C_{n, g}\left(L_{0}\right)\right\|_{2}=L_{n+1}-1
$$

The our equalities in Example 2 have also been given as Theorem 3.1 and Theorem 3.2 in [24].

## 4. Determinants of $\mathrm{C}_{n, g}\left(F_{1}\right)$ and $\mathrm{C}_{n, g}\left(L_{1}\right)$

Theorem 3. The determinant of $C_{n, g}\left(F_{1}\right)$ holds
$\operatorname{det} C_{n, g}\left(F_{1}\right)=\left\{\begin{array}{l}0, \quad \text { if }(n, g) \neq 1, \\ \left(1-F_{n+1}\right)^{n-1}+F_{n}^{n-2} \sum_{k=1}^{n-1} F_{k}\left(\frac{1-F_{n+1}}{F_{n}}\right)^{k-1}, \quad \text { if }(n, g)=1 .\end{array}\right.$
Proof. From (1.3), we write

$$
C_{n, g}\left(F_{1}\right)=Q_{n, g} C_{n, 1}\left(F_{1}\right)
$$

Then, we have

$$
\operatorname{det} C_{n, g}\left(F_{1}\right)=\operatorname{det} Q_{n, g} \operatorname{det} C_{n, 1}\left(F_{1}\right)
$$

where

$$
\operatorname{det} Q_{n, g}= \begin{cases}0, & \text { if }(n, g) \neq 1 \\ 1, & \text { if }(n, g)=1\end{cases}
$$

By Lemma 1, the proof is completed.
Theorem 4. The determinant of $C_{n, g}\left(L_{1}\right)$ holds

$$
\operatorname{det} C_{n, g}\left(L_{1}\right)=\left\{\begin{array}{l}
0, \quad \text { if }(n, g) \neq 1 \\
\left(1-L_{n+1}\right)^{n-1}+\left(L_{n}-2\right)^{n-2} \sum_{k=1}^{n-1}\left(L_{k+2}-3 L_{k+1}\right)\left(\frac{1-L_{n+1}}{L_{n}-2}\right)^{k-1} \\
\quad \text { if }(n, g)=1
\end{array}\right.
$$

Proof. By using Lemma 3 and the method of the proof of Theorem 3, the statement of theorem is proved easily.

## 5. Inverses of $\mathbf{C}_{n, g}\left(F_{1}\right)$ and $\mathbf{C}_{n, g}\left(L_{1}\right)$

The matrices $C_{n, g}\left(F_{1}\right)$ and $C_{n, g}\left(L_{1}\right)$ are not invertible when $(n, g) \neq 1$, because their determinants are zero. Consequently, in this section we compute inverses of the matrices $C_{n, g}\left(F_{1}\right)$ and $C_{n, g}\left(L_{1}\right)$ under the condition $(n, g)=1$.

Theorem 5. Let $f_{i}$ 's be as in (2.3) and

$$
M_{n, g}(F)=\frac{1}{f_{n}}\left[g-\operatorname{Circ}\left(f_{0}, f_{n-1}, f_{n-2}, \ldots, f_{1}\right)\right]
$$

Then, for $n>2$

$$
\left[C_{n, g}\left(F_{1}\right)\right]^{-1}=\left(M_{n, g}(F)\right)^{T},
$$

where $\left(M_{n, g}(F)\right)^{T}$ is transpose of $M_{n, g}(F)$.
Proof. By (1.3) and (1.4), we have

$$
C_{n, g}\left(F_{1}\right)=Q_{n, g} C_{n, 1}\left(F_{1}\right)
$$

and

$$
\left(Q_{n, g}\right)^{-1}=\left(Q_{n, g}\right)^{T}
$$

Thus

$$
\begin{equation*}
\left[C_{n, g}\left(F_{1}\right)\right]^{-1}=\left[C_{n, 1}\left(F_{1}\right)\right]^{-1}\left[Q_{n, g}\right]^{T}=\left[Q_{n, g}\left(\left[C_{n, 1}\left(F_{1}\right)\right]^{-1}\right)^{T}\right]^{T} \tag{5.1}
\end{equation*}
$$

From Lemma 2,

$$
\left[C_{n, 1}\left(F_{1}\right)\right]^{-1}=\frac{1}{f_{n}} \operatorname{Circ}\left(f_{0}, f_{1}, \ldots, f_{n-1}\right)
$$

Then

$$
\left(\left[C_{n, 1}\left(F_{1}\right)\right]^{-1}\right)^{T}=\frac{1}{f_{n}} \operatorname{Circ}\left(f_{0}, f_{n-1}, f_{n-2}, \ldots, f_{1}\right)
$$

From (1.3), $Q_{n, g}\left(\left[C_{n, 1}\left(F_{1}\right)\right]^{-1}\right)^{T}$ is a $g$-circulant matrix and thus the first row of the matrix $Q_{n, g}\left(\left[C_{n, 1}\left(F_{1}\right)\right]^{-1}\right)^{T}$ is

$$
\frac{1}{f_{n}}\left(f_{0}, f_{n-1}, f_{n-2}, \ldots, f_{1}\right)
$$

Thus,

$$
\begin{equation*}
M_{n, g}(F)=Q_{n, g}\left(\left[C_{n, 1}\left(F_{1}\right)\right]^{-1}\right)^{T} \tag{5.2}
\end{equation*}
$$

By (5.1) and (5.2), we have

$$
\left[C_{n, g}\left(F_{1}\right)\right]^{-1}=\left(M_{n, g}(F)\right)^{T} .
$$

Theorem 6. Let $l_{i}$ 's be as in (2.4) and

$$
M_{n, g}(L)=\frac{1}{l_{n}}\left[g-\operatorname{Circ}\left(l_{0}, l_{n-1}, l_{n-2}, \ldots, l_{1}\right)\right]
$$

Then,

$$
\left[C_{n, g}\left(L_{1}\right)\right]^{-1}=\left(M_{n, g}(L)\right)^{T}
$$

where $\left(M_{n, g}(L)\right)^{T}$ is transpose of $M_{n, g}(L)$.
Proof. The proof is completed easily by considering Lemma 4 and by using the method of the proof of Theorem 5.

## 6. Conclusion

In this paper, we have dealt with the spectral norm of $g$-circulant matrix $C_{n, g}=g$ - $\operatorname{Circ}\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$, where $c_{i} \geq 0$ or $c_{i} \leq 0$ (equivalently $c_{i} \cdot c_{j} \geq 0$ ). Also, we have computed the spectral norms, determinants and inverses of the $g$-circulant matrices with the Fibonacci and Lucas numbers by using results of the paper [16].

## References

[1] M. Akbulak and D. Bozkurt, On the norms of Toeplitz matrices involving Fibonacci and Lucas numbers, Hacet. J. Math. Stat. 37 (2008), no. 2, 89-95.
[2] M. Bahsi and S. Solak, On the circulant matrices with arithmetic sequence, Int. J. Contemp. Math. Sci. 5 (2010), no. 25-28, 1213-1222.
[3] M. Benoumhani, A sequence of binomial coefficients related to Lucas and Fibonacci numbers, J. Integer Seq. 6 (2003), no. 2, Article 03.2.1, 10 pp.
[4] A. Bose, S. Guha, R. S. Hazra, and K. Saha, Circulant type matrices with heavy tailed entries, Statist. Probab. Lett. 81 (2011), no. 11, 1706-1716.
[5] A. Bose, R. S. Hazra, and K. Saha, Spectral norm of circulant-type matrices, J. Theoret. Probab. 24 (2011), no. 2, 479-516.
[6] , Poisson convergence of eigenvalues of circulant type matrices, Extremes 14 (2011), no. 4, 365-392.
[7] D. Bozkurt and T.-Y. Tam, Determinants and inverses of circulant matrices with Jacobsthal and Jacobsthal-Lucas Numbers, Appl. Math. Comput. 219 (2012), no. 2, 544-551.
[8] P. J. Davis, Circulant Matrices, John Wiley \& Sons, New York, 1979.
[9] A. İpek, On the spectral norms of circulant matrices with classical Fibonacci and Lucas numbers entries, Appl. Math. Comput. 217 (2011), no. 12, 6011-6012.
[10] H. Karner, J. Schneid, and C. W. Ueberhuber, Spectral decomposition of real circulant matrices, Linear Algebra Appl. 367 (2003), 301-311.
[11] E. Kiliç and D. Taşcı, On the generalized order-k Fibonacci and Lucas numbers, Rocky Mountain J. Math. 36 (2006), no. 6, 1915-1926.
[12] T. Koshy, Fibonacci and Lucas Numbers with Applications, Pure and Applied Mathematics (New York), Wiley-Interscience, New York, 2001.
[13] S. L. Ma and W. C. Waterhouse, The g-circulant solutions of $A^{m}=\lambda J$, Linear Algebra Appl. 85 (1987), 211-220.
[14] E. Ngondiep, S. Serra-Capizzano, and D. Sesana, Spectral features and asymptotic properties for $g$-circulants and $g$-Toeplitz sequences, SIAM J. Matrix Anal. Appl. 31 (2009/10), no. 4, 1663-1687.
[15] A. A. Öcal, N. Tuğlu, and E. Altınışık, On the representation of $k$-generalized Fibonacci and Lucas numbers, Appl. Math. Comput. 170 (2005), no. 1, 584-596.
[16] S.-Q. Shen, J.-M. Cen, and Y. Hao, On the determinants and inverses of circulant matrices with Fibonacci and Lucas numbers, Appl. Math. Comput. 217 (2011), no. 23, 9790-9797.
[17] S. Solak, On the norms of circulant matrices with the Fibonacci and Lucas numbers, Appl. Math. Comput. 160 (2005), no. 1, 125-132.
[18] _ Erratum to: "On the norms of circulant matrices with the Fibonacci and Lucas numbers" [Appl. Math. Comput. 160 (2005), no. 1, 125-132], Appl. Math. Comput. 190 (2007), no. 2, 1855-1856.
[19] S. Solak and M. Bahşi, On the spectral norms of Hankel matrices with Fibonacci and Lucas numbers, Selçuk J. Appl. Math. 12 (2011), no. 1, 71-76.
[20] , On the spectral norms of Toeplitz matrices with Fibonacci and Lucas numbers, Hacet. J. Math. Stat. 42 (2013), no. 1, 15-19.
[21] D. Taşcı and E. Kılıç, On the order-k generalized Lucas numbers, Appl. Math. Comput. 155 (2004), no. 3, 637-641.
[22] K. Wang, On the $g$-circulant solutions to the matrix equation $A^{m}=\lambda J$, J. Combin. Theory Ser. A 33 (1982), no. 3, 287-296.
[23] Y.-K. Wu, R.-Z. Jia, and Q. Li, g-circulant solutions to the $(0,1)$ matrix equation $A^{m}=$ $J_{n}$, Linear Algebra Appl. 345 (2002), 195-224.
[24] J. Zhou and Z. Jiang, The spectral norms of g-circulant matrices with classical Fibonacci and Lucas numbers entries, Appl. Math. Comput. 233 (2014), 582-587.

Mustafa Bahşi
Aksaray University
Education Faculty
Aksaray-Turkey
Email address: mhvbahsi@yahoo.com
Süleyman Solak
N. E. University
A. K. Education Faculty

## Konya-Turkey

Email address: ssolak42@yahoo.com


[^0]:    Received June 9, 2017; Revised December 26, 2017; Accepted February 1, 2018.
    2010 Mathematics Subject Classification. 15B05, 15A60, 11B37, 11B39.
    Key words and phrases. circulant matrix, $g$-circulant matrix, Fibonacci number, Lucas number, spectral norm, determinant, inverse.

