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#### Abstract

In this paper, we first introduce the notions of $(2, \beta)$-Banach spaces and we will reformulate the fixed point theorem [10, Theorem 1] in this space. We also show that this theorem is a very efficient and convenient tool for proving the new hyperstability results of the general linear equation in $(2, \beta)$-Banach spaces. Our main results state that, under some weak natural assumptions, functions satisfying the equation approximately (in some sense) must be actually solutions to it. Our results are improvements and generalizations of the main results of Piszczek [34], Brzdęk [6, 7] and Bahyrycz et al. [2] in ( $2, \beta$ )-Banach spaces.


## 1. Introduction and preliminaries

In this paper, $\mathbb{N}, \mathbb{R}, \mathbb{R}_{+}$and $\mathbb{C}$ denote the sets of all positive integers, real numbers, non-negative real numbers and complex numbers, respectively; and we put $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$ and let $\mathbb{F}, \mathbb{K}$ denote the fields of real or complex numbers.

The next definition describes the notion of hyperstability that we apply here ( $A^{B}$ denotes the family of all functions mapping a set $B \neq \emptyset$ into a set $A \neq \emptyset$ ).

Definition 1.1. Let $A$ be a nonempty set, $(Z, d)$ be a metric space, $\gamma: A^{n} \rightarrow$ $\mathbb{R}_{+}, B \subset A^{n}$ be nonempty, and $\mathcal{F}_{1}, \mathcal{F}_{2}: \mathcal{D} \rightarrow Z^{A^{n}}$ be two mappings with $\mathcal{D}$ is a nonempty set of $Z^{A}$. We say that the conditional equation

$$
\begin{equation*}
\mathcal{F}_{1} \varphi\left(x_{1}, \ldots, x_{n}\right)=\mathcal{F}_{2} \varphi\left(x_{1}, \ldots, x_{n}\right), \quad\left(x_{1}, \ldots, x_{n}\right) \in B \tag{1.1}
\end{equation*}
$$

is $\gamma$-hyperstable, if every $\varphi_{0} \in \mathcal{D}$ satisfying
(1.2) $d\left(\mathcal{F}_{1} \varphi_{0}\left(x_{1}, \ldots, x_{n}\right), \mathcal{F}_{2} \varphi_{0}\left(x_{1}, \ldots, x_{n}\right)\right) \leqslant \gamma\left(x_{1}, \ldots, x_{n}\right),\left(x_{1}, \ldots, x_{n}\right) \in B$ is a solution of Eq. (1.1).

That notion is one of the notions related to the issue of Ulam stability for various (e.g., difference, differential, functional, integral, operator) equations.

[^0]Let us recall that the study of such problems was motivated by the following question of Ulam (cf. [23,40]) asked in 1940.
Ulam's question. Let $\left(G_{1}, *\right),\left(G_{2}, \star\right)$ be two groups and $\rho: G_{2} \times G_{2} \rightarrow[0, \infty)$ be a metric. Given $\epsilon>0$, does there exist $\delta>0$ such that if a function $g$ : $G_{1} \rightarrow G_{2}$ satisfies the inequality

$$
\rho(g(x * y), g(x) \star g(y)) \leqslant \delta
$$

for all $x, y \in G_{1}$, then there is a homomorphism $h: G_{1} \rightarrow G_{2}$ with

$$
\rho(g(x), h(x)) \leqslant \epsilon
$$

for all $x \in G_{1}$ ?
In 1941, Hyers [23] published the first answer to it, in the case of Banach space. The following theorem is the most classical result concerning the HyersUlam stability of the Cauchy equation

$$
\begin{equation*}
f(x+y)=f(x)+f(y), \quad x, y \in E_{1} \tag{1.3}
\end{equation*}
$$

where $E_{1}$ is a normed space.
Theorem 1.1. Let $E_{1}, E_{2}$ be normed spaces and $f: E_{1} \rightarrow E_{2}$ satisfy the inequality

$$
\begin{equation*}
\|f(x+y)-f(x)-f(y)\| \leqslant \theta\left(\|x\|^{p}+\|y\|^{p}\right) \tag{1.4}
\end{equation*}
$$

for all $x, y \in E_{1} \backslash\{0\}$, where $\theta$ and $p$ are real constants with $\theta>0$ and $p \neq 1$. Then the following two statements are valid.
(a) If $p \geqslant 0$ and $E_{2}$ is complete, then there exists a unique solution $T$ : $E_{1} \rightarrow E_{2}$ of (1.3) such that

$$
\begin{equation*}
\|f(x)-T(x)\| \leqslant \frac{\theta}{\left|1-2^{p-1}\right|}\|x\|^{p}, \quad x \in E_{1} \backslash\{0\} . \tag{1.5}
\end{equation*}
$$

(b) If $p<0$, then $f$ is additive, i.e., (1.3) holds.

Note that Theorem 1.1 reduces to the first result of stability due to Hyers [23] if $p=0$, Aoki [1] for $0<p<1$ (see also [37]). Afterward, Gajda [20] obtained this result for $p>1$ and gave an example to show that Theorem 1.1 fails whenever $p=1$. Also, Rassias [38] proved Theorem 1.1 for $p<0$ (see [39, page 326] and [4]). Now, it is well-known that the statement (b) is valid, i.e., $f$ must be additive in that case, which has been proved for the first time in [30] and next in [6] on the restricted domain.

The hyperstability term was used for the first time probably in [32]; however, it seems that the first hyperstability result was published in [3] and concerned the ring homomorphisms. For further information concerning the notion of hyperstability we refer to the survey paper [9] (for recent related results see, e.g., $[2,5-7,13-15,22,26-28,31,33,34,42])$.

The theory of 2-normed spaces was first developed by Gähler [18] in the mid 1960's, while that of 2-Banach spaces was studied later by Gähler [19] and White [41]. For more details, the readers refer to the papers [12, 16, 17].

Now, we give some basic concepts concerning $(2, \beta)$-normed spaces and some preliminary results. We fix a real number $\beta$ with $0<\beta \leqslant 1$ and let $E$ be a linear space over $\mathbb{K}$ with $\operatorname{dim} E>1$. A function $\|\cdot, \cdot\|_{\beta}: E \times E \rightarrow \mathbb{R}_{+}$is called a $(2, \beta)$-norm on $E$ if and only if it satisfies:
(D1) $\|x, y\|_{\beta}=0$ if and only if $x$ and $y$ are linearly dependent;
(D2) $\|x, y\|_{\beta}=\|y, x\|_{\beta}$;
(D3) $\|\lambda x, y\|_{\beta}=|\lambda|^{\beta}\|x, y\|_{\beta}$;
(D4) $\|x, y+z\|_{\beta} \leqslant\|x, y\|_{\beta}+\|x, z\|_{\beta}$
for all $x, y, z \in E$ and $\lambda \in \mathbb{K}$. The pair $\left(E,\|\cdot, \cdot\|_{\beta}\right)$ is called a $(2, \beta)$-normed space.

If $x \in E$ and $\|x, y\|_{\beta}=0$ for all $y \in E$, then $x=0$. Moreover, the function $x \rightarrow\|x, y\|_{\beta}$ is a continuous function of $E$ into $\mathbb{R}_{+}$for each fixed $y \in E$.

The basic definitions of a $(2, \beta)$-Banach space are given as follows:
(a) A sequence $\left\{x_{n}\right\}$ in a $(2, \beta)$-normed space $E$ is called a Cauchy sequence if there are $y, z \in E$ such that $y$ and $z$ are linearly independent, $\lim _{n, m \rightarrow \infty}\left\|x_{n}-x_{m}, y\right\|_{\beta}=0$ and $\lim _{n, m \rightarrow \infty}\left\|x_{n}-x_{m}, z\right\|_{\beta}=0$.
(b) A sequence $\left\{x_{n}\right\}$ in a linear $(2, \beta)$-normed space $E$ is called a convergent sequence if there is an $x \in E$ such that $\lim _{n \rightarrow \infty}\left\|x_{n}-x, y\right\|_{\beta}=0$ for all $y \in E$. In this case, we write $\lim _{n \rightarrow \infty} x_{n}=x$.
(c) $\mathrm{A}(2, \beta)$-normed space in which every Cauchy sequence is a convergent sequence is called a $(2, \beta)$-Banach space.
We remark that the concept of a linear $(2, \beta)$-normed space is a generalization of a linear 2 -normed space $(\beta=1)$. Now, we present an example about $(2, \beta)$ normed space.

Example 1. For $x=\left(x_{1}, x_{2}\right), y=\left(y_{1}, y_{2}\right) \in E=\mathbb{R}^{2}$, the $(2, \beta)$-norm on $E$ is defined by

$$
\|x, y\|_{\beta}=\left|x_{1} y_{2}-x_{2} y_{1}\right|^{\beta}
$$

where $\beta$ is a fixed real number with $0<\beta \leqslant 1$.
Let $X$ be a $\beta$-normed spaces and $Y$ a $(2, \beta)$-normed spaces. We say that a function $f: X \rightarrow Y$ satisfies the general linear equation if

$$
\begin{equation*}
f(a x+b y)=r f(x)+s f(y), \quad x, y \in X \tag{1.6}
\end{equation*}
$$

where $a, b \in \mathbb{F} \backslash\{0\}$ and $r, s \in \mathbb{K}$. We see that for $a=b=r=s=1$ in (1.6) we get the Cauchy equation while the Jensen equation corresponds to $a=b=$ $r=s=\frac{1}{2}$. The general linear equation has been studied by many authors, in particular the results of the stability can be found in $[8,11,21,24,25,29,35,36]$.

Let $U$ be a nonempty subset of $X$. We say that a function $f: U \rightarrow Y$ fulfils equation (1.6) on $U$ (or is a solution to (1.6) on $U$ ) provided it satisfies the
conditional functional equation

$$
\begin{equation*}
f(a x+b y)=r f(x)+s f(y), \quad x, y \in U, \quad a x+b y \in U, \tag{1.7}
\end{equation*}
$$

where $a, b \in \mathbb{F} \backslash\{0\}$ and $r, s \in \mathbb{K}$.
If $U=X$, then we simply say that $f$ fulfils (or is a solution to) equation (1.6) on $X$.

We consider functions $f: U \rightarrow Y$ fulfilling (1.7) approximately, i.e., satisfying the inequality
(1.8) $\|f(a x+b y)-r f(x)-s f(y), z\|_{\beta} \leqslant \gamma(x, y, z), z \in Y, x, y \in U, a x+b y \in U$,
with $\gamma: U \times U \times Y \rightarrow \mathbb{R}_{+}$is a given mapping. In this paper, we show that, for some conditions on $\gamma$ (and under some additional assumptions on $U$ ), the conditional functional equation (1.7) is $\gamma$-hyperstable in the class of functions $f: U \rightarrow Y$, i.e., each $f: U \rightarrow Y$ satisfying inequality (1.8) with such $\gamma$ must fulfil equation (1.7).

## 2. A fixed point theorem

In this section, we rewrite the fixed point theorem [10, Theorem 1] in $(2, \beta)$ Banach space. For it we need to introduce the following hypotheses.
(H1) $W$ is a nonempty set and $Y$ is a $(2, \beta)$-Banach space.
(H2) $f_{1}, \ldots, f_{k}: W \rightarrow W$ and $L_{1}, \ldots, L_{k}: W \rightarrow \mathbb{R}_{+}$are given maps.
(H3) $\mathcal{T}: Y^{W} \rightarrow Y^{W}$ is an operator satisfying the inequality

$$
\|\mathcal{T} \xi(x)-\mathcal{T} \mu(x), z\|_{\beta} \leqslant \sum_{i=1}^{k} L_{i}(x)\left\|\xi\left(f_{i}(x)\right)-\mu\left(f_{i}(x)\right), z\right\|_{\beta}
$$

for all $\xi, \mu \in Y^{W}$ and $(x, z) \in W \times Y$.
(H4) $\Lambda: \mathbb{R}_{+}{ }^{W} \rightarrow \mathbb{R}_{+}^{W}$ is a linear operator defined by

$$
\Lambda \delta(x):=\sum_{i=1}^{k} L_{i}(x) \delta\left(f_{i}(x)\right)
$$

for all $\delta \in \mathbb{R}_{+}^{W}$ and $x \in W$.
The basic tool in this paper is the following fixed point theorem.
Theorem 2.1. Assume that hypotheses (H1)-(H4) are satisfied. Suppose that there are functions $\varepsilon: W \rightarrow \mathbb{R}_{+}$and $\varphi: W \rightarrow Y$ such that

$$
\begin{gathered}
\|\mathcal{T} \varphi(x)-\varphi(x), z\|_{\beta} \leqslant \varepsilon(x), \quad(x, z) \in W \times Y \\
\varepsilon^{*}(x):=\sum_{n=0}^{\infty} \Lambda^{n} \varepsilon(x)<\infty, \quad x \in W
\end{gathered}
$$

Then, there exists a unique fixed point $\psi$ of $\mathcal{T}$ with

$$
\|\varphi(x)-\psi(x), z\|_{\beta} \leqslant \varepsilon^{*}(x), \quad(x, z) \in W \times Y .
$$

Moreover

$$
\psi(x)=\lim _{n \rightarrow \infty} \mathcal{T}^{n} \varphi(x), \quad x \in W
$$

Proof. As in the proof of [10, Theorem 1], we can prove Theorem 2.1.

## 3. Hyperstability results for Eq. (1.7)

In the remaining part of the paper, $X$ is a $\beta$-normed spaces, $Y$ is a $(2, \beta)$ Banach space, $X_{0}:=X \backslash\{0\}$, and $\mathbb{N}_{m_{0}}$ denotes the set of all positive integers greater than or equal to a given $m_{0} \in \mathbb{N}$.

The following theorems are the main results in this paper and concern the $\gamma$-hyperstability of (1.7). Namely, for

$$
\gamma(x, y, z)=h_{1}(x, z) h_{2}(y, z)
$$

with $h_{1}, h_{2}: U \times Y \rightarrow \mathbb{R}_{+}$being two functions and

$$
\gamma(x, y, z)=h(x, z)+h(y, z)
$$

with $h: U \times Y \rightarrow \mathbb{R}_{+}$being a function, under some additional assumptions on the functions $h, h_{1}, h_{2}$ and on nonempty $U \subset X$, we show that the conditional functional equation (1.7) is $\gamma$-hyperstable in the class of functions $f$ mapping $U$ to a $(2, \beta)$-normed space.
Theorem 3.1. Assume that $U \subset X_{0}$ is nonempty and there is $n_{0} \in \mathbb{N}, n_{0} \geqslant 2$ with

$$
\begin{equation*}
\left(1-\frac{1}{n}\right) \frac{x}{a}, \quad \frac{x}{b n} \in U, \quad x \in U, n \in \mathbb{N}, n \geqslant n_{0} \tag{3.1}
\end{equation*}
$$

where $a, b \in \mathbb{F} \backslash\{0\}$. Let $r, s \in \mathbb{K}, 0<\beta \leqslant 1$ and $h_{1}, h_{2}: U \times Y \rightarrow \mathbb{R}_{+}$be two functions such that
$\mathcal{M}_{0}:=\left\{n \in \mathbb{N}_{n_{0}}: \alpha_{n}:=|r|^{\beta} \sigma_{1}\left(\frac{n-1}{a n}\right) \sigma_{2}\left(\frac{n-1}{a n}\right)+|s|^{\beta} \sigma_{1}\left(\frac{1}{b n}\right) \sigma_{2}\left(\frac{1}{b n}\right)<1\right\} \neq \emptyset$,
where $\sigma_{i}(n):=\inf \left\{t \in \mathbb{R}_{+}: h_{i}(n x, z) \leqslant t h_{i}(x, z)\right.$ for all $\left.(x, z) \in U \times Y\right\}$ for $n \in \mathbb{F} \backslash\{0\}$ and $i=1,2$, such that

$$
\begin{align*}
\lim _{n \rightarrow \infty} \sigma_{1}\left(\frac{n-1}{a n}\right) \sigma_{2}\left(\frac{n-1}{a n}\right) & =\lim _{n \rightarrow \infty} \sigma_{1}\left(\frac{1}{b n}\right) \sigma_{2}\left(\frac{1}{b n}\right)  \tag{3.3}\\
& =\lim _{n \rightarrow \infty} \sigma_{1}\left(\frac{n-1}{a n}\right) \sigma_{2}\left(\frac{1}{b n}\right)=0
\end{align*}
$$

where $n \rightarrow \infty$ in $\mathbb{F}$ if and only if $|n| \rightarrow \infty$. Suppose that $f: U \rightarrow Y$ satisfies the inequality

$$
\begin{align*}
& \|f(a x+b y)-r f(x)-s f(y), z\|_{\beta} \\
\leqslant & h_{1}(x, z) h_{2}(y, z), \quad z \in Y, x, y \in U, \quad a x+b y \in U \tag{3.4}
\end{align*}
$$

with $r, s \in \mathbb{K}$, then (1.7) holds.

Proof. Replacing $(x, y)$ by $\left(\left(1-\frac{1}{m}\right) \frac{x}{a}, \frac{x}{b m}\right)$ in (3.4), we get

$$
\begin{align*}
& \left\|f(x)-r f\left(\left(1-\frac{1}{m}\right) \frac{x}{a}\right)-s f\left(\frac{x}{b m}\right), z\right\|_{\beta} \\
\leqslant & h_{1}\left(\left(1-\frac{1}{m}\right) \frac{x}{a}, z\right) h_{2}\left(\frac{x}{b m}, z\right) \tag{3.5}
\end{align*}
$$

for all $m \in \mathbb{N}_{n_{0}}$ and $(x, z) \in U \times Y$. Fix $m \in \mathbb{N}_{n_{0}}$ and we define

$$
\begin{gathered}
\mathcal{T}_{m} \xi(x):=r \xi\left(\left(1-\frac{1}{m}\right) \frac{x}{a}\right)+s \xi\left(\frac{x}{b m}\right), \quad \xi \in Y^{U}, \\
\Lambda_{m} \delta(x):=|r|^{\beta} \delta\left(\left(1-\frac{1}{m}\right) \frac{x}{a}\right)+|s|^{\beta} \delta\left(\frac{x}{b m}\right), \quad \delta \in \mathbb{R}_{+}^{U}
\end{gathered}
$$

for every $x \in U$. Further, observe that

$$
\begin{align*}
\varepsilon_{m}(x): & =h_{1}\left(\left(1-\frac{1}{m}\right) \frac{x}{a}, z\right) h_{2}\left(\frac{x}{b m}, z\right) \\
& \leqslant \sigma_{1}\left(\frac{m-1}{a m}\right) \sigma_{2}\left(\frac{1}{b m}\right) h_{1}(x, z) h_{2}(x, z) \tag{3.6}
\end{align*}
$$

for all $(x, z) \in U \times Y$. Then inequality (3.5) takes the form

$$
\left\|\mathcal{T}_{m} f(x)-f(x), z\right\|_{\beta} \leqslant \varepsilon_{m}(x), \quad(x, z) \in U \times Y
$$

and the operator $\Lambda_{m}$ has the form described in (H4) with $k=2$,

$$
f_{1}(x)=\left(1-\frac{1}{m}\right) \frac{x}{a}, \quad f_{2}(x)=\frac{x}{b m}, \quad L_{1}(x)=|r|^{\beta}, \quad L_{2}(x)=|s|^{\beta}
$$

for all $x \in U$. Moreover, for every $\xi, \mu \in Y^{U}$ and $(x, z) \in U \times Y$, we obtain

$$
\begin{aligned}
\left\|\mathcal{T}_{m} \xi(x)-\mathcal{T}_{m} \mu(x), z\right\|_{\beta} & \leqslant|r|^{\beta}\left\|(\xi-\mu)\left(f_{1}(x)\right), z\right\|_{\beta}+|s|^{\beta}\left\|(\xi-\mu)\left(f_{2}(x)\right), z\right\|_{\beta} \\
& =\sum_{i=1}^{2} L_{i}(x)\left\|(\xi-\mu)\left(f_{i}(x)\right), z\right\|_{\beta}
\end{aligned}
$$

where $(\xi-\mu)(x) \equiv \xi(x)-\mu(x)$. So, (H3) is valid for $\mathcal{T}_{m}$.
By using mathematical induction, we will show that for each $(x, z) \in U \times Y$ we have

$$
\begin{equation*}
\Lambda_{m}^{n} \varepsilon_{m}(x) \leqslant \sigma_{1}\left(\frac{m-1}{a m}\right) \sigma_{2}\left(\frac{1}{b m}\right) \alpha_{m}^{n} h_{1}(x, z) h_{2}(x, z) \tag{3.7}
\end{equation*}
$$

for all $n \in \mathbb{N}_{0}$ and $m \in \mathcal{M}_{0}$. From (3.6), we obtain that the inequality (3.7) holds for $n=0$. Next, we will assume that (3.7) holds for $n=l$, where $l \in \mathbb{N}_{0}$. Then we have

$$
\begin{aligned}
\Lambda_{m}^{l+1} \varepsilon_{m}(x) & =\Lambda_{m}\left(\Lambda_{m}^{l} \varepsilon_{m}(x)\right) \\
& =|r|^{\beta} \Lambda_{m}^{l} \varepsilon_{m}\left(\left(1-\frac{1}{m}\right) \frac{x}{a}\right)+|s|^{\beta} \Lambda_{m}^{l} \varepsilon_{m}\left(\frac{x}{b m}\right)
\end{aligned}
$$

$$
\begin{aligned}
\leqslant & |r|^{\beta} \sigma_{1}\left(\frac{m-1}{a m}\right) \sigma_{2}\left(\frac{1}{b m}\right) \alpha_{m}^{l} h_{1}\left(\left(1-\frac{1}{m}\right) \frac{x}{a}, z\right) \\
& h_{2}\left(\left(1-\frac{1}{m}\right) \frac{x}{a}, z\right) \\
& +|s|^{\beta} \sigma_{1}\left(\frac{m-1}{a m}\right) \sigma_{2}\left(\frac{1}{b m}\right) \alpha_{m}^{l} h_{1}\left(\frac{x}{b m}, z\right) h_{2}\left(\frac{x}{b m}, z\right) \\
\leqslant & \sigma_{1}\left(\frac{m-1}{a m}\right) \sigma_{2}\left(\frac{1}{b m}\right) \alpha_{m}^{l+1} h_{1}(x, z) h_{2}(x, z) .
\end{aligned}
$$

This shows that (3.7) holds for $n=l+1$. Now we can conclude that the inequality (3.7) holds for all $n \in \mathbb{N}_{0}$. Therefore, we obtain that

$$
\begin{aligned}
\varepsilon_{m}^{*}(x): & =\sum_{n=0}^{\infty} \Lambda_{m}^{n} \varepsilon_{m}(x) \\
& \leqslant \frac{\sigma_{1}\left(\frac{m-1}{a m}\right) \sigma_{2}\left(\frac{1}{b m}\right) h_{1}(x, z) h_{2}(x, z)}{1-\alpha_{m}}, \quad(x, z) \in U \times Y, m \in \mathcal{M}_{0}
\end{aligned}
$$

Thus, according to Theorem 2.1, for each $m \in \mathcal{M}_{0}$ the function $L_{m}: U \rightarrow Y$, given by $L_{m}(x)=\lim _{n \rightarrow \infty} \mathcal{T}_{m}^{n} f(x)$ for $x \in U$, is a unique fixed point of $\mathcal{T}_{m}$, i.e.,

$$
L_{m}(x)=r L_{m}\left(\left(1-\frac{1}{m}\right) \frac{x}{a}\right)+s L_{m}\left(\frac{x}{b m}\right)
$$

for all $x \in U$; moreover

$$
\begin{aligned}
& \left\|f(x)-L_{m}(x), z\right\|_{\beta} \\
\leqslant & \frac{\sigma_{1}\left(\frac{m-1}{a m}\right) \sigma_{2}\left(\frac{1}{b m}\right) h_{1}(x, z) h_{2}(x, z)}{1-\alpha_{m}}, \quad(x, z) \in U \times Y, \quad m \in \mathcal{M}_{0}
\end{aligned}
$$

We show that

$$
\begin{equation*}
\left\|\mathcal{T}_{m}^{n} f(a x+b y)-r \mathcal{T}_{m}^{n} f(x)-s \mathcal{T}_{m}^{n} f(y), z\right\|_{\beta} \leqslant \alpha_{m}^{n} h_{1}(x, z) h_{2}(y, z) \tag{3.8}
\end{equation*}
$$

for every $n \in \mathbb{N}_{0}, m \in \mathcal{M}_{0}, z \in Y$ and $x, y \in U$ with $a x+b y \in U$.
Clearly, if $n=0$, then (3.8) is simply (3.4). So, fix $n \in \mathbb{N} \cup\{0\}$ and suppose that (3.8) holds for $n$ and every $z \in Y$ and $x, y \in U$ with $a x+b y \in U$. Then, for every $m \in \mathcal{M}_{0}, z \in Y$ and $x, y \in U$ with $a x+b y \in U$,

$$
\begin{aligned}
& \left\|\mathcal{T}_{m}^{n+1} f(a x+b y)-r \mathcal{T}_{m}^{n+1} f(x)-s \mathcal{T}_{m}^{n+1} f(y), z\right\|_{\beta} \\
= & \| r \mathcal{T}_{m} f\left(\left(1-\frac{1}{m}\right) \frac{a x+b y}{a}\right)+s \mathcal{T}_{m} f\left(\frac{a x+b y}{b m}\right)-r^{2} \mathcal{T}_{m} f\left(\left(1-\frac{1}{m}\right) \frac{x}{a}\right) \\
& -r s \mathcal{T}_{m} f\left(\frac{x}{b m}\right)-r s \mathcal{T}_{m} f\left(\left(1-\frac{1}{m}\right) \frac{y}{a}\right)-s^{2} \mathcal{T}_{m} f\left(\frac{y}{b m}\right), z \|_{\beta} \\
\leqslant & |r|^{\beta} \| \mathcal{T}_{m} f\left(\left(1-\frac{1}{m}\right) \frac{a x+b y}{a}\right)-r \mathcal{T}_{m} f\left(\left(1-\frac{1}{m}\right) \frac{x}{a}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -s \mathcal{I}_{m} f\left(\left(1-\frac{1}{m}\right) \frac{y}{a}\right), z \|_{\beta} \\
& +|s|^{\beta}\left\|\mathcal{T}_{m} f\left(\frac{a x+b y}{b m}\right)-r \mathcal{T}_{m} f\left(\frac{x}{b m}\right)-s \mathcal{I}_{m} f\left(\frac{y}{b m}\right), z\right\|_{\beta} \\
\leqslant & |r|^{\beta} \alpha_{m}^{n} h_{1}\left(\left(1-\frac{1}{m}\right) \frac{x}{a}, z\right) h_{2}\left(\left(1-\frac{1}{m}\right) \frac{y}{a}, z\right) \\
& +|s|^{\beta} \alpha_{m}^{n} h_{1}\left(\frac{x}{b m}, z\right) h_{2}\left(\frac{y}{b m}, z\right) \\
\leqslant & \alpha_{m}^{n+1} h_{1}(x, z) h_{2}(y, z) .
\end{aligned}
$$

Thus, by induction, we have shown that (3.8) holds for all $z \in Y$ and $x, y \in U$ such that $a x+b y \in U$ and for all $n \in \mathbb{N}_{0}$. Letting $n \rightarrow \infty$ in (3.8), we obtain that

$$
\begin{equation*}
L_{m}(a x+b y)=r L_{m}(x)+s L_{m}(y) \tag{3.9}
\end{equation*}
$$

for every $m \in \mathcal{M}_{0}$ and $x, y \in U$ with $a x+b y \in U$.
In this way, for each $m \in \mathcal{M}_{0}$, we obtain a function $L_{m}$ such that (3.9) holds for $x, y \in U$ with $a x+b y \in U$ and

$$
\begin{aligned}
& \left\|f(x)-L_{m}(x), z\right\|_{\beta} \\
\leqslant & \frac{\sigma_{1}\left(\frac{m-1}{a m}\right) \sigma_{2}\left(\frac{1}{b m}\right) h_{1}(x, z) h_{2}(x, z)}{1-\alpha_{m}}, \quad(x, z) \in U \times Y, \quad m \in \mathcal{M}_{0} .
\end{aligned}
$$

It follows, with $m \rightarrow \infty$, that $f$ fulfils (1.7).
In a similar way we can prove the following theorem.
Theorem 3.2. Let $U$ be a nonempty subset of $X_{0}$ and there is $n_{0} \in \mathbb{N}$, with

$$
\begin{equation*}
-\frac{n}{a} x, \quad \frac{n+1}{b} x \in U, \quad x \in U, n \in \mathbb{N}, n \geqslant n_{0} \tag{3.10}
\end{equation*}
$$

where $a, b \in \mathbb{F} \backslash\{0\}$. Let $r, s \in \mathbb{K}, 0<\beta \leqslant 1$ and $h: U \times Y \rightarrow \mathbb{R}_{+}$be a function such that

$$
\begin{equation*}
\mathcal{M}_{0}:=\left\{n \in \mathbb{N}_{n_{0}}: d_{n}:=|r|^{\beta} \sigma\left(-\frac{n}{a}\right)+|s|^{\beta} \sigma\left(\frac{n+1}{b}\right)<1\right\} \neq \emptyset \tag{3.11}
\end{equation*}
$$

where $\sigma(n):=\inf \left\{t \in \mathbb{R}_{+}: h(n x, z) \leqslant t h(x, z)\right.$ for all $\left.(x, z) \in U \times Y\right\}$ for $n \in \mathbb{F} \backslash\{0\}$, such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma(n)=\lim _{n \rightarrow \infty} \sigma(-n)=0 \tag{3.12}
\end{equation*}
$$

where $n \rightarrow \infty$ in $\mathbb{F}$ if and only if $|n| \rightarrow \infty$. If $f: U \rightarrow Y$ satisfies the functional inequality

$$
\begin{align*}
\|f(a x+b y)-r f(x)-s f(y), z\|_{\beta} \leqslant & h(x, z)+h(y, z),  \tag{3.13}\\
& z \in Y, x, y \in U, a x+b y \in U
\end{align*}
$$

## then (1.7) holds.

Proof. Replacing $(x, y)$ by $\left(-\frac{m}{a} x, \frac{m+1}{b} x\right)$ in (3.13), we get

$$
\begin{equation*}
\left\|f(x)-r f\left(-\frac{m}{a} x\right)-s f\left(\frac{m+1}{b} x\right), z\right\|_{\beta} \leqslant h\left(-\frac{m}{a} x, z\right)+h\left(\frac{m+1}{b} x, z\right) \tag{3.14}
\end{equation*}
$$

for all $(x, z) \in U \times Y$ and $m \in \mathbb{N}_{n_{0}}$. Let

$$
\begin{align*}
\varepsilon_{m}(x): & =h\left(-\frac{m}{a} x, z\right)+h\left(\frac{m+1}{b} x, z\right) \\
& \leqslant\left(\sigma\left(-\frac{m}{a}\right)+\sigma\left(\frac{m+1}{b}\right)\right) h(x, z)  \tag{3.15}\\
\mathcal{T}_{m} \xi(x) & :=r \xi\left(-\frac{m}{a} x\right)+s \xi\left(\frac{m+1}{b} x\right)
\end{align*}
$$

for $x \in U, m \in \mathbb{N}_{n_{0}}$ and $\xi \in Y^{U}$. Then inequality (3.14) takes the form

$$
\left\|\mathcal{T}_{m} f(x)-f(x), z\right\|_{\beta} \leqslant \varepsilon_{m}(x), \quad(x, z) \in U \times Y, \quad m \in \mathbb{N}_{n_{0}}
$$

Write

$$
\Lambda_{m} \delta(x)=|r|^{\beta} \delta\left(-\frac{m}{a} x\right)+|s|^{\beta} \delta\left(\frac{m+1}{b} x\right)
$$

for $x \in U, m \in \mathbb{N}_{n_{0}}$ and $\delta \in \mathbb{R}_{+}^{U}$. Then, for each $m \in \mathbb{N}_{n_{0}}$, operator $\Lambda_{m}$ has the form described in (H4) with $k=2$ and

$$
f_{1}(x) \equiv-\frac{m}{a} x, \quad f_{2}(x) \equiv \frac{m+1}{b} x, \quad L_{1}(x) \equiv|r|^{\beta}, \quad L_{2}(x, y) \equiv|s|^{\beta}
$$

Moreover, for every $\xi, \mu \in Y^{U}, m \in \mathbb{N}_{n_{0}}$ and $(x, z) \in U \times Y$, we have

$$
\begin{aligned}
\left\|\mathcal{T}_{m} \xi(x)-\mathcal{T}_{m} \mu(x), z\right\|_{\beta} & =\left\|r(\xi-\mu)\left(f_{1}(x)\right)+s(\xi-\mu)\left(f_{2}(x)\right), z\right\|_{\beta} \\
& \leqslant \sum_{i=1}^{2} L_{i}(x)\left\|(\xi-\mu)\left(f_{i}(x, y)\right), z\right\|_{\beta}
\end{aligned}
$$

So, (H3) is valid for $\mathcal{T}_{m}$.
Next, it is clear that, by induction on $n$, from (3.15) we obtain

$$
\begin{equation*}
\Lambda_{m}^{n} \varepsilon_{m}(x) \leqslant\left(\sigma\left(-\frac{m}{a}\right)+\sigma\left(\frac{m+1}{b}\right)\right) d_{m}^{n} h(x, z) \tag{3.16}
\end{equation*}
$$

for all $n \in \mathbb{N}_{0}$ and $m \in \mathcal{M}_{0}$. Therefore, we obtain that

$$
\begin{aligned}
\varepsilon_{m}^{*}(x): & =\sum_{n=0}^{\infty} \Lambda_{m}^{n} \varepsilon_{m}(x) \\
& \leqslant \frac{\left(\sigma\left(-\frac{m}{a}\right)+\sigma\left(\frac{m+1}{b}\right)\right) h(x, z)}{1-d_{m}}, \quad(x, z) \in U \times Y, \quad m \in \mathcal{M}_{0}
\end{aligned}
$$

Thus, according to Theorem 2.1, for each $m \in \mathcal{M}_{0}$ the function $L_{m}: U \rightarrow Y$, given by $L_{m}(x)=\lim _{n \rightarrow \infty} \mathcal{T}_{m}^{n} f(x)$ for $x \in U$, is a unique fixed point of $\mathcal{T}_{m}$, i.e.,

$$
L_{m}(x)=r L_{m}\left(-\frac{m}{a} x\right)+s L_{m}\left(\frac{m+1}{b} x\right)
$$

for all $x \in U$; moreover
$\left\|f(x)-L_{m}(x), z\right\|_{\beta} \leqslant \frac{\left(\sigma\left(-\frac{m}{a}\right)+\sigma\left(\frac{m+1}{b}\right)\right) h(x, z)}{1-d_{m}},(x, z) \in U \times Y, \quad m \in \mathcal{M}_{0}$.
Similarly as in the proof of Theorem 3.1 we show that

$$
\begin{equation*}
\left\|\mathcal{T}_{m}^{n} f(a x+b y)-r \mathcal{T}_{m}^{n} f(x)-s \mathcal{T}_{m}^{n} f(y), z\right\|_{\beta} \leqslant d_{m}^{n}(h(x, z)+h(y, z)) \tag{3.17}
\end{equation*}
$$

for every $n \in \mathbb{N}_{0}, m \in \mathcal{M}_{0}, z \in Y$ and $x, y \in U$ with $a x+b y \in U$. Also the remaining reasonings are analogous as in the proof of that theorem.

The next theorems shows the hyperstability of the general linear equation for $U=X$. In 2015, Brzdęk [8] proved the following result.

Lemma 3.1 ([8]). Assume that $E_{1}$ is a linear space over a field $\mathbb{F}, E_{2}$ is a linear space over a field $\mathbb{K}, a, b \in \mathbb{F} \backslash\{0\}, r, s \in \mathbb{K}$ and $f: E_{1} \rightarrow E_{2}$ satisfies

$$
f(a x+b y)=r f(x)+s f(y), \quad x, y \in E_{1} \backslash\{0\} .
$$

Then $f$ satisfies the equation

$$
f(a x+b y)=r f(x)+s f(y), \quad x, y \in E_{1} .
$$

Using the above theorems and Lemma 3.1, we obtain the following results.
Theorem 3.3. Let $r, s \in \mathbb{K}, 0<\beta \leqslant 1$ and $h_{1}, h_{2}: X \times Y \rightarrow \mathbb{R}_{+}$be two functions such that (3.2) is an infinite set, where $\sigma_{i}(n):=\inf \left\{t \in \mathbb{R}_{+}: h_{i}(n x, z) \leqslant\right.$ $t h_{i}(x, z)$ for all $\left.(x, z) \in X \times Y\right\}$ for $n \in \mathbb{F} \backslash\{0\}$ and $i=1,2$, such that (3.3) holds. If $f: X \rightarrow Y$ satisfies (3.4) for all $z \in Y$ and $x, y \in X \backslash\{0\}$, then $f$ satisfies the equation

$$
f(a x+b y)=r f(x)+s f(y), \quad x, y \in X
$$

Theorem 3.4. Let $r, s \in \mathbb{K}, 0<\beta \leqslant 1$ and $h: X \times Y \rightarrow \mathbb{R}_{+}$be a functions such that (3.11) is an infinite set, where $\sigma(n):=\inf \left\{t \in \mathbb{R}_{+}: h(n x, z) \leqslant\right.$ th $(x, z)$ for all $(x, z) \in X \times Y\}$ for $n \in \mathbb{F} \backslash\{0\}$, such that

$$
\lim _{n \rightarrow \infty} \sigma(n)=\lim _{n \rightarrow \infty} \sigma(-n)=0
$$

If $f: X \rightarrow Y$ satisfies (3.13) for all $z \in Y$ and $x, y \in X \backslash\{0\}$, then $f$ satisfies the equation

$$
f(a x+b y)=r f(x)+s f(y), \quad x, y \in X
$$

According to Theorems 3.1, 3.2 and the same technique as in the proof of [8, Corollary 4.8], we get the following corollaries.

Corollary 3.1. Let $U$ be a nonempty subset of $X_{0}$ fulfilling condition (3.1) with some $n_{0} \in \mathbb{N}, n_{0} \geqslant 2$. Let $F: U^{2} \rightarrow Y$ be a given mapping and $h_{1}, h_{2}$ : $U \times Y \rightarrow \mathbb{R}_{+}$be two functions such that (3.2) is an infinite set, where $\sigma_{i}(n):=$ $\inf \left\{t \in \mathbb{R}_{+}: h_{i}(n x, z) \leqslant t h_{i}(x, z)\right.$ for all $\left.(x, z) \in U \times Y\right\}$ for $n \in \mathbb{F} \backslash\{0\}$ and $i=1,2$, such that (3.3) holds. Suppose that $f: U \rightarrow Y$ satisfies the condition

$$
\begin{align*}
& \|f(a x+b y)-r f(x)-s f(y)-F(x, y), z\|_{\beta}  \tag{3.18}\\
\leqslant & h_{1}(x, z) h_{2}(y, z), \quad z \in Y, \quad x, y \in U, a x+b y \in U,
\end{align*}
$$

and the functional equation

$$
\begin{equation*}
g(a x+b y)=r g(x)+s g(y)+F(x, y), \quad x, y \in U, a x+b y \in U \tag{3.19}
\end{equation*}
$$

has a solution $f_{0}: U \rightarrow Y$, where $a, b \in \mathbb{F} \backslash\{0\}$ and $r, s \in \mathbb{K}$. Then $f$ is a solution of (3.19).
Corollary 3.2. Let $U$ be a nonempty subset of $X_{0}$ fulfilling condition (3.10) with some $n_{0} \in \mathbb{N}$. Let $F: U^{2} \rightarrow Y$ be a given mapping and $h: U \times Y \rightarrow \mathbb{R}_{+}$ be a function such that (3.11) is an infinite set, where $\sigma(n):=\inf \left\{t \in \mathbb{R}_{+}\right.$: $h(n x, z) \leqslant t h(x, z)$ for all $(x, z) \in U \times Y\}$ for $n \in \mathbb{F} \backslash\{0\}$, such that

$$
\lim _{n \rightarrow \infty} \sigma(n)=\lim _{n \rightarrow \infty} \sigma(-n)=0
$$

Suppose that $f: U \rightarrow Y$ satisfies the condition

$$
\begin{align*}
& \|f(a x+b y)-r f(x)-s f(y)-F(x, y), z\|_{\beta}  \tag{3.20}\\
\leqslant & h(x, z)+h(y, z), \quad z \in Y, \quad x, y \in U, a x+b y \in U
\end{align*}
$$

and the functional equation

$$
\begin{equation*}
g(a x+b y)=r g(x)+s g(y)+F(x, y), \quad x, y \in U, a x+b y \in U \tag{3.21}
\end{equation*}
$$

has a solution $f_{0}: U \rightarrow Y$, where $a, b \in \mathbb{F} \backslash\{0\}$ and $r, s \in \mathbb{K}$. Then $f$ is a solution of (3.21).

Remark 1. It is easily seen that (under the assumptions of Corollary 3.1 (or Corollary 3.2)) in the case $r+s \neq 1$ and $K$ is a constant function, $F(x, y) \equiv K$, (3.19) (or (3.21)) admits a constant solution of the form

$$
f_{0}(x)=\frac{K}{1-r-s}, \quad x \in U .
$$

## 4. Some particular cases

At the end of this paper, we derive some corollaries of our main results.
Corollary 4.1. Assume that $U \subset X_{0}$ is nonempty and there is $n_{0} \in \mathbb{N}, n_{0} \geqslant 2$ with

$$
\begin{equation*}
2\left(1-\frac{1}{n}\right) x, \quad \frac{2 x}{n} \in U, \quad x \in U, n \in \mathbb{N}, n \geqslant n_{0} \tag{4.1}
\end{equation*}
$$

Let $h_{1}, h_{2}: U \times Y \rightarrow \mathbb{R}_{+}$be two functions such that

$$
\begin{equation*}
\mathcal{M}_{0}:=\left\{n \in \mathbb{N}_{n_{0}}: 2^{-\beta} \sigma_{1}\left(\frac{2 n-2}{n}\right) \sigma_{2}\left(\frac{2 n-2}{n}\right)+2^{-\beta} \sigma_{1}\left(\frac{2}{n}\right) \sigma_{2}\left(\frac{2}{n}\right)<1\right\} \neq \emptyset \tag{4.2}
\end{equation*}
$$

where $\sigma_{i}(n):=\inf \left\{t \in \mathbb{R}_{+}: h_{i}(n x, z) \leqslant t h_{i}(x, z)\right.$ for all $\left.(x, z) \in U \times Y\right\}$ for $n \in \mathbb{F} \backslash\{0\}$ and $i=1,2$, such that
(4.3) $\lim _{n \rightarrow \infty} \sigma_{1}\left(\frac{2 n-2}{n}\right) \sigma_{2}\left(\frac{2 n-2}{n}\right)=\lim _{n \rightarrow \infty} \sigma_{1}\left(\frac{2}{n}\right) \sigma_{2}\left(\frac{2}{n}\right)$

$$
=\lim _{n \rightarrow \infty} \sigma_{1}\left(\frac{2 n-2}{n}\right) \sigma_{2}\left(\frac{2}{n}\right)=0 .
$$

If $f: U \rightarrow Y$ satisfies

$$
\begin{aligned}
& \left\|f\left(\frac{1}{2}(x+y)\right)-\frac{1}{2}(f(x)+f(y)), z\right\|_{\beta} \\
\leqslant & h_{1}(x, z) h_{2}(y, z), \quad z \in Y, x, y \in U, \quad \frac{1}{2}(x+y) \in U
\end{aligned}
$$

then $f$ is Jensen on $U$, i.e.,

$$
\begin{equation*}
f\left(\frac{1}{2}(x+y)\right)=\frac{1}{2}(f(x)+f(y)), \quad x, y \in U, \quad \frac{1}{2}(x+y) \in U \tag{4.4}
\end{equation*}
$$

Proof. Letting $a=b=r=s=\frac{1}{2}$ in Theorem 3.1, we get the desired result.
Corollary 4.2. Let $U$ be a nonempty subset of $X_{0}$ and there is $n_{0} \in \mathbb{N}$, with

$$
\begin{equation*}
-x, n x \in U, \quad x \in U, n \in \mathbb{N}, n \geqslant n_{0} \tag{4.5}
\end{equation*}
$$

Let $h: U \times Y \rightarrow \mathbb{R}_{+}$be a function such that

$$
\begin{equation*}
\mathcal{M}_{0}:=\left\{n \in \mathbb{N}_{n_{0}}: 2^{-\beta} \sigma(-2 n)+2^{-\beta} \sigma(2 n+2)<1\right\} \neq \emptyset \tag{4.6}
\end{equation*}
$$

where $\sigma( \pm n):=\inf \left\{t \in \mathbb{R}_{+}: h(n x, z) \leqslant t h(x, z)\right.$ for all $\left.(x, z) \in U \times Y\right\}$ for $n \in \mathbb{N}$, such that

$$
\lim _{n \rightarrow \infty} \sigma(n)=\lim _{n \rightarrow \infty} \sigma(-n)=0
$$

If $f: U \rightarrow Y$ satisfies

$$
\begin{aligned}
& \left\|f\left(\frac{1}{2}(x+y)\right)-\frac{1}{2}(f(x)+f(y)), z\right\|_{\beta} \\
\leqslant & h(x, z)+h(y, z), \quad z \in Y, x, y \in U, \quad \frac{1}{2}(x+y) \in U
\end{aligned}
$$

then (4.4) holds.
Proof. Letting $a=b=r=s=\frac{1}{2}$ in Theorem 3.2, we get the desired result.

Corollary 4.3. Let $U$ be a nonempty subset of $X_{0}$ fulfilling condition (4.1) with some $n_{0} \in \mathbb{N}, n_{0} \geqslant 2$. Let $J: U^{2} \rightarrow Y$ be a given mapping and $h_{1}, h_{2}$ : $U \times Y \rightarrow \mathbb{R}_{+}$be two functions such that (4.2) is an infinite set, where $\sigma_{i}(n):=$ $\inf \left\{t \in \mathbb{R}_{+}: h_{i}(n x, z) \leqslant t h_{i}(x, z)\right.$ for all $\left.(x, z) \in U \times Y\right\}$ for $n \in \mathbb{F} \backslash\{0\}$ and $i=1,2$, such that (4.3) holds. Suppose that $f: U \rightarrow Y$ satisfies the condition

$$
\begin{aligned}
& \left\|f\left(\frac{1}{2}(x+y)\right)-\frac{1}{2}(f(x)+f(y))-J(x, y), z\right\|_{\beta} \\
\leqslant & h_{1}(x, z) h_{2}(y, z), \quad z \in Y, x, y \in U, \quad \frac{1}{2}(x+y) \in U
\end{aligned}
$$

and the functional equation

$$
\begin{equation*}
g\left(\frac{1}{2}(x+y)\right)=\frac{1}{2}(g(x)+g(y))+J(x, y), \quad x, y \in U, \frac{1}{2}(x+y) \in U \tag{4.7}
\end{equation*}
$$

has a solution $g_{0}: U \rightarrow Y$. Then $f$ is a solution of (4.7).
Corollary 4.4. Let $U$ be a nonempty subset of $X_{0}$ fulfilling condition (4.5) with some $n_{0} \in \mathbb{N}$. Let $J: U^{2} \rightarrow Y$ be a given mapping and $h: U \times Y \rightarrow \mathbb{R}_{+}$ be a function such that (4.6) is an infinite set, where $\sigma( \pm n):=\inf \left\{t \in \mathbb{R}_{+}\right.$: $h(n x, z) \leqslant t h(x, z)$ for all $(x, z) \in U \times Y\}$ for $n \in \mathbb{N}$, such that

$$
\lim _{n \rightarrow \infty} \sigma(n)=\lim _{n \rightarrow \infty} \sigma(-n)=0
$$

Suppose that $f: U \rightarrow Y$ satisfies the condition

$$
\begin{aligned}
& \left\|f\left(\frac{1}{2}(x+y)\right)-\frac{1}{2}(f(x)+f(y))-J(x, y), z\right\|_{\beta} \\
\leqslant & h(x, z)+h(y, z), \quad z \in Y, x, y \in U, \quad \frac{1}{2}(x+y) \in U
\end{aligned}
$$

and the equation (4.7) has a solution $f_{0}: U \rightarrow Y$. Then $f$ is a solution of (4.7).

Corollary 4.5. Let $U$ be a nonempty subset of $X_{0}$ fulfilling condition (4.5) with some $n_{0} \in \mathbb{N}$. Let $h: U \times Y \rightarrow \mathbb{R}_{+}$be a function such that

$$
\begin{equation*}
\mathcal{M}_{0}:=\left\{n \in \mathbb{N}_{n_{0}}: \sigma(-n)+\sigma(n+1)<1\right\} \neq \emptyset \tag{4.8}
\end{equation*}
$$

where $\sigma( \pm n):=\inf \left\{t \in \mathbb{R}_{+}: h(n x, z) \leqslant t h(x, z)\right.$ for all $\left.(x, z) \in U \times Y\right\}$ for $n \in \mathbb{N}$, such that

$$
\lim _{n \rightarrow \infty} \sigma(n)=\lim _{n \rightarrow \infty} \sigma(-n)=0
$$

If $f: U \rightarrow Y$ satisfies the functional inequality
$\|f(x+y)-f(x)-f(y), z\|_{\beta} \leqslant h(x, z)+h(y, z), \quad z \in Y, x, y \in U, x+y \in U$, then $f$ is additive on $U$, i.e.,

$$
f(x+y)=f(x)+f(y), \quad x, y \in U, \quad x+y \in U
$$

Proof. Letting $a=b=r=s=1$ in Theorem 3.2, we get the desired result.

Corollary 4.6. Let $U$ be a nonempty subset of $X_{0}$ fulfilling condition (4.5) with some $n_{0} \in \mathbb{N}$. Let $C: U^{2} \rightarrow Y$ be a given mapping and $h: U \times Y \rightarrow \mathbb{R}_{+}$ be a function such that (4.8) is an infinite set, where $\sigma( \pm n):=\inf \left\{t \in \mathbb{R}_{+}\right.$: $h(n x, z) \leqslant t h(x, z)$ for all $(x, z) \in U \times Y\}$ for $n \in \mathbb{N}$, such that

$$
\lim _{n \rightarrow \infty} \sigma(n)=\lim _{n \rightarrow \infty} \sigma(-n)=0
$$

If $f: U \rightarrow Y$ satisfies the functional inequality

$$
\begin{aligned}
& \|f(x+y)-f(x)-f(y)-C(x, y), z\|_{\beta} \\
\leqslant & h(x, z)+h(y, z), \quad z \in Y, x, y \in U, \quad x+y \in U,
\end{aligned}
$$

and the functional equation

$$
\begin{equation*}
h(x+y)=h(x)+h(y)+C(x, y), \quad x, y \in U, x+y \in U, \tag{4.9}
\end{equation*}
$$

has a solution $h_{0}: U \rightarrow Y$, then $f$ is a solution of (4.9).
According to Theorem 3.1, Theorem 3.2 and Corollary 3.1 and Corollary 3.2 with $h(x, z):=c\|x\|_{\beta}^{p}\|z, w\|_{\beta}$ and $h_{i}(x, z):=c_{i}\|x\|_{\beta}^{p_{i}}\|z, w\|_{\beta}^{1 / 2}$ for all $(x, z) \in$ $U \times Y$ and for some arbitrary element $w \in Y$ where $c, p, c_{i}, p_{i} \in \mathbb{R}$ for $i=1,2$, we get the improvement of the main result of Piszczek [34] in $(2, \beta)$-Banach space as follows:

Corollary 4.7. Let $U$ be a nonempty subset of $X_{0}$ fulfilling condition (3.1) with some $n_{0} \in \mathbb{N}, n_{0} \geqslant 2$. If $f: U \rightarrow Y$ satisfies the functional inequality

$$
\begin{aligned}
& \|f(a x+b y)-r f(x)-s f(y), z\|_{\beta} \\
\leqslant & c\|x\|_{\beta}^{p}\|y\|_{\beta}^{q}\|z, w\|_{\beta}, \quad z \in Y, x, y \in U, a x+b y \in U,
\end{aligned}
$$

for some fixed element $w \in Y, c \geqslant 0, r, s \in \mathbb{K}$ and $p, q \in \mathbb{R}$ such that $p+q>0$, $q>0$ and $|r|<|a|^{p+q}$, then (1.7) holds.
Corollary 4.8. Let $U$ be a nonempty subset of $X_{0}$ fulfiling condition (3.10) with some $n_{0} \in \mathbb{N}$. If $f: U \rightarrow Y$ satisfies the functional inequality

$$
\begin{aligned}
& \|f(a x+b y)-r f(x)-s f(y), z\|_{\beta} \\
\leqslant & c\left(\|x\|_{\beta}^{p}+\|y\|_{\beta}^{p}\right)\|z, w\|_{\beta}, \quad z \in Y, x, y \in U, a x+b y \in U,
\end{aligned}
$$

for some fixed element $w \in Y, c \geqslant 0, r, s \in \mathbb{K}$ and $p \in \mathbb{R}$ such that $p<0$, then (1.7) holds.

Corollary 4.9. Let $U$ be a nonempty subset of $X_{0}, F: U^{2} \rightarrow Y$ be a given mapping and $w$ be a fixed element of $Y$. Suppose that $f: U \rightarrow Y$ satisfies the condition

$$
\begin{align*}
& \|f(a x+b y)-r f(x)-s f(y)-F(x, y), z\|_{\beta}  \tag{4.10}\\
\leqslant & c\|x\|_{\beta}^{p}\|y\|_{\beta}^{q}\|z, w\|_{\beta}, \quad z \in Y, x, y \in U, a x+b y \in U,
\end{align*}
$$

or

$$
\begin{equation*}
\|f(a x+b y)-r f(x)-s f(y)-F(x, y), z\|_{\beta} \tag{4.11}
\end{equation*}
$$

$$
\leqslant c\left(\|x\|_{\beta}^{p}+\|y\|_{\beta}^{p}\right)\|z, w\|_{\beta}, \quad z \in Y, x, y \in U, a x+b y \in U,
$$

and the functional equation

$$
\begin{equation*}
g(a x+b y)=r g(x)+s g(y)+F(x, y), \quad x, y \in U, a x+b y \in U, \tag{4.12}
\end{equation*}
$$

has a solution $f_{0}: U \rightarrow Y$, where $c \geqslant 0, a, b \in \mathbb{F} \backslash\{0\}, r, s \in \mathbb{K}$ and $p, q \in \mathbb{R}$. Assume that one of the following conditions is valid.
(i) $p+q>0, q>0|r|<|a|^{p+q}$ and (3.1) holds with some $n_{0} \in \mathbb{N}$ and $n_{0} \geqslant 2$, in the case $f$ satisfies (4.10),
(ii) $p<0$ and (3.10) holds with some $n_{0} \in \mathbb{N}$, in the case $f$ satisfies (4.11). Then $f$ is a solution to (4.12).

## References

[1] T. Aoki, On the stability of the linear transformation in Banach spaces, J. Math. Soc. Japan 2 (1950), 64-66.
[2] A. Bahyrycz and M. Piszczek, Hyperstability of the Jensen functional equation, Acta Math. Hungar. 142 (2014), no. 2, 353-365.
[3] D. G. Bourgin, Approximately isometric and multiplicative transformations on continuous function rings, Duke Math. J. 16 (1949), 385-397.
[4] , Classes of transformations and bordering transformations, Bull. Amer. Math. Soc. 57 (1951), 223-237.
[5] J. Brzdęk, Remarks on hyperstability of the Cauchy functional equation, Aequationes Math. 86 (2013), no. 3, 255-267.
[6] , Hyperstability of the Cauchy equation on restricted domains, Acta Math. Hungar. 141 (2013), no. 1-2, 58-67.
[7] , A hyperstability result for the Cauchy equation, Bull. Aust. Math. Soc. 89 (2014), no. 1, 33-40.
[8] , Remarks on stability of some inhomogeneous functional equations, Aequationes Math. 89 (2015), no. 1, 83-96.
[9] J. Brzdęk and K. Ciepliński, Hyperstability and superstability, Abstr. Appl. Anal. 2013 (2013), Art. ID 401756, 13 pp.
[10] J. Brzdęk, J. Chudziak, and Z. Páles, A fixed point approach to stability of functional equations, Nonlinear Anal. 74 (2011), no. 17, 6728-6732.
[11] J. Brzdęk and A. Pietrzyk, A note on stability of the general linear equation, Aequationes Math. 75 (2008), no. 3, 267-270.
[12] Y. J. Cho, P. C. S. Lin, S. S. Kim, and A. Misiak, Theory of 2-inner product spaces, Nova Science Publishers, Inc., Huntington, NY, 2001.
[13] Iz. EL-Fassi, Hyperstability of an n-dimensional Jensen type functional equation, Afr. Mat. 27 (2016), no. 7-8, 1377-1389.
[14] Iz. EL-Fassi and S. Kabbaj, On the hyperstability of a Cauchy-Jensen type functional equation in Banach spaces, Proyecciones J. Math 34 (2015), no. 4, 359-375.
[15] Iz. EL-Fassi, S. Kabbaj, and A. Charifi, Hyperstability of Cauchy-Jensen functional equations, Indag. Math. (N.S.) 27 (2016), no. 3, 855-867.
[16] S. Elumalai, Y. J. Cho, and S. S. Kim, Best approximation sets in linear 2-normed spaces, Commun. Korean Math. Soc. 12 (1997), no. 3, 619-629.
[17] R. W. Freese and Y. J. Cho, Geometry of linear 2-normed spaces, Nova Science Publishers, Inc., Hauppauge, NY, 2001.
[18] S. Gähler, Lineare 2-normierte Räume, Math. Nachr. 28 (1964), 1-43.
[19] $\qquad$ , Über 2-Banach-Räume, Math. Nachr. 42 (1969), 335-347.
[20] Z. Gajda, On stability of additive mappings, Internat. J. Math. Math. Sci. 14 (1991), no. 3, 431-434
[21] P. Găvruta, A generalization of the Hyers-Ulam-Rassias stability of approximately additive mappings, J. Math. Anal. Appl. 184 (1994), no. 3, 431-436.
[22] E. Gselmann, Hyperstability of a functional equation, Acta Math. Hungar. 124 (2009), no. 1-2, 179-188.
[23] D. H. Hyers, On the stability of the linear functional equation, Proc. Nat. Acad. Sci. U. S. A. 27 (1941), 222-224.
[24] D. H. Hyers, G. Isac, and T. M. Rassias, Stability of functional equations in several variables, Progress in Nonlinear Differential Equations and their Applications, 34, Birkhäuser Boston, Inc., Boston, MA, 1998.
[25] S.-M. Jung, Hyers-Ulam Stability of Functional Equation in Mathematical Analysis, Hadronic Press, Palm Harbor, 2001.
[26] S.-M. Jung and M. Th. Rassias, A linear functional equation of third order associated with the Fibonacci numbers, Abstr. Appl. Anal. 2014 (2014), Art. ID 137468, 7 pp.
[27] S.-M. Jung, M. Th. Rassias, and C. Mortici, On a functional equation of trigonometric type, Appl. Math. Comput. 252 (2015), 294-303.
[28] Pl. Kannappan, Functional Equations and Inequalities with Applications, Springer Monographs in Mathematics, Springer, New York, 2009.
[29] M. Kuczma, An introduction to the theory of functional equations and inequalities, Prace Naukowe Uniwersytetu Śla̧skiego w Katowicach, 489, Uniwersytet Śla̧ski, Katowice, 1985.
[30] Y.-H. Lee, On the stability of the monomial functional equation, Bull. Korean Math. Soc. 45 (2008), no. 2, 397-403.
[31] Y.-H. Lee, S.-M. Jung, and M. Th. Rassias, On an n-dimensional mixed type additive and quadratic functional equation, Appl. Math. Comput. 228 (2014), 13-16.
[32] G. Maksa and Z. Páles, Hyperstability of a class of linear functional equations, Acta Math. Acad. Paedagog. Nyházi. (N.S.) 17 (2001), no. 2, 107-112.
[33] G.V. Milovanović and M.Th. Rassias (eds.), Analytic Number Theory, Approximation Theory and Special Functions, Springer, New York, 2014.
[34] M. Piszczek, Remark on hyperstability of the general linear equation, Aequationes Math. 88 (2014), no. 1-2, 163-168.
[35] D. Popa, Hyers-Ulam-Rassias stability of the general linear equation, Nonlinear Funct. Anal. Appl. 7 (2002), no. 4, 581-588.
[36] , On the stability of the general linear equation, Results Math. 53 (2009), no. 3-4, 383-389.
[37] T. M. Rassias, On the stability of the linear mapping in Banach spaces, Proc. Amer. Math. Soc. 72 (1978), no. 2, 297-300.
[38] , On a modified Hyers-Ulam sequence, J. Math. Anal. Appl. 158 (1991), no. 1, 106-113.
[39] T. M. Rassias and P. Semrl, On the behavior of mappings which do not satisfy HyersUlam stability, Proc. Amer. Math. Soc. 114 (1992), no. 4, 989-993.
[40] S. M. Ulam, Problems in Modern Mathematics, Science Editions John Wiley \& Sons, Inc., New York, 1964.
[41] A. G. White, Jr., 2-Banach spaces, Math. Nachr. 42 (1969), 43-60.
[42] D. Zhang, On hyperstability of generalised linear functional equations in several variables, Bull. Aust. Math. Soc. 92 (2015), no. 2, 259-267.

Iz-IDdine EL-FASSI
Department of Mathematics
Faculty of Sciences
Ibn Tofail University
BP 133, Kenitra, Morocco
Email address: izelfassi.math@gmail.com; izidd-math@hotmail.fr


[^0]:    Received August 15, 2017; Revised November 3, 2017; Accepted November 30, 2017.
    2010 Mathematics Subject Classification. Primary 39B82, 39B62; Secondary 47H14, 47H10.

    Key words and phrases. hyperstability, general linear equation, fixed point theorem, ( $2, \beta$ )-normed spaces.

