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Abstract

In this paper, we present visual sensing techniques that can be used to teach a robot using a laser pointer. The light spot

of an off-the-shelf laser pointer is detected and its movement is tracked on consecutive images of a camera. The three-dimen-

sional position of the spot is calculated using stereo cameras. The light spot on the image is detected based on its color,

brightness, and shape. The detection results in a binary image, and morphological processing steps are performed on the

image to refine the detection. The movement of the laser spot is measured using two methods. The first is a simple method

of specifying the region of interest (ROI) centered at the current location of the light spot and finding the spot within the

ROI on the next image. It is assumed that the movement of the spot is not large on two consecutive images. The second

method is using a Kalman filter, which has been widely employed in trajectory estimation problems. In our simulation study

of various cases, Kalman filtering shows better results mostly. However, there is a problem of fitting the system model of

the filter to the pattern of the spot movement. 
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1. INTRODUCTION

Robotics has been rapidly growing in recent years, and

robots of various forms are employed in diverse applications

unlike traditional industrial robots that have been fixed on the

factory floor for limited tasks. A smart robot should be

equipped with a high-level sensing technology so that it can

cope with dynamic surrounding situations properly [1]. Vision

is the highest level sensor among various sensing capabilities

in robotics. There have been many studies on robot vision for

a long time, and the object recognition technique using

artificial intelligence including deep learning has been greatly

developed [2]. However, it is still difficult for a robot to

recognize the target of a task among various objects

particularly in scattered surroundings. Even when an

autonomous robot with vision sensing capability is used to

provide services to people, an efficient interface between

humans and the robot is still important. 

Laser pointers are widely used in projector-based

presentations to draw audience's attention to a specific part of

the presentation. As a laser pointer has significant potential for

the man–machine interface, there have been attempts to use laser

pointers in robotics as we did in smart presentation [3]. For

example, a laser pointer is utilized to guide a home service robot

by its user [4]. A robot cell calibration method is proposed based

on simple laser sensing methods [5]. A laser pointer is used to

guide an underwater mobile robot for reactor vessel inspection

[6]. The use of laser pointers can be much simpler and more

straightforward in the man–robot interface than methods

employed in many previous studies such as understanding

human language [7] and interpreting hand gestures [8]. 

In this paper, we present vision sensing techniques to use a laser

pointer in robotic applications. The system can be constructed

using a laser pointer, a color camera, and a PC. The sensing

algorithm consists of image processing of laser spot detection,

tracking, and three-dimensional (3D) position computation. First,

the spot of a laser pointer is detected by multistep image

processing as proposed in Section 2.1. Second, two methods are

discussed in Section 2.2 to track the laser spot in consequent

images. The 3D position of the laser spot can then be calculated

by stereoscopy as shown in Section 2.3. 
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2. VISUAL SENSING OF THE LASER SPOT

2.1 Detection 

The first procedure in the proposed system is the detection

of the light spot of a laser pointer on a camera image. We

detect the spot by a multistep algorithm presented in Fig. 1.

First, when laser light is assumed red, a monochrome image is

obtained by selecting only the R (red) channel of the R, G

(green), and B (blue) colors of the camera. Then, bright pixels

are detected by comparing the pixel values with a threshold.

By these two processing steps, bright pixels on the R image are

selected, which results in a binary image. In the third step,

small holes inside foreground blobs are removed by

morphological closing, dilation then erosion, which is written

in operator form as 

(1)

where I is the binary image processed, S is the structuring element

for the morphological pixel operation, • means closing,  means

erosion, and  is dilation. The next processing step is to check the

size and shape of the blobs. Since the laser spot is small and

round, the window shown in Fig. 2 is used in the check. If a blob

on I is the laser light spot, the outline pixels in the window are 0,

and the pixels in the center portion are 1. This can be verified by

the equation below 

(2)

where W is the window, O is the center portion of the window,

(i,j) are the image coordinates, and λ is a threshold. The

threshold is ideally zero, but may be larger due to some noise

and error. Eq. (2) means that the sum of all pixel values in the

window should be approximately equal to the sum of the pixel

values in the central portion. The shape of the center portion

should be a circle, but we define it as a square for the

convenience of calculation. 

The light spot can be extracted through the steps above, but noisy

spots smaller than the light spot can be also detected. The

morphological erosion operations are performed several times to

eliminate small noisy spots. Then, the size of the light spot can be

restored to its original size by performing the dilation operation several

times. The position of the light spot detected can be calculated by

, (3)

where M is the moment of the binary image defined as

(4)

2.2 Tracking

When the light spot of a laser pointer moves, the movement is

tracked in consecutive images. In this study, we predict the

position where the laser spot can be detected and estimate the

actual position from the measured position, so that it is possible to

perform robust and efficient tracking even under noisy conditions.

Two methods are used for the tracking. The first method, called

as Method I, is simply to use the position of the currently detected

light spot, (xt, yt), to find the laser spot position in the next image,

(xt+1, yt+1). That is, the region of interest (ROI) in an image having

a predetermined size is set around the current laser spot position,

and the spot is detected within the ROI of the next image. This

method assumes that the movement speed of the laser spot

between two consecutive images is sufficiently low. 

The second method is Kalman filtering (Method II). The state

variable P in the filter is defined as the position coordinates (x, y)

and their velocities (vx, vy) of the laser spot as 

(5)

Now, the filter model is

, (6)
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Fig. 1. Image processing to detect the light spot of a laser pointer.

Fig. 2. Window to check the size and shape of a foreground blob

detected in the binary image.
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where w is the system noise, n is the measurement noise, and the

system matrices are as the below

, 

Then, the prediction, , and the estimation, , of the state P

are obtained by the standard Kalman filter algorithm [9]. The ROI

in which the laser spot is searched in the next image frame is set

around the predicted position .

2.3 Calibration for 3D Sensing

When a robot needs the 3D position of the laser spot, which is

pointed on a target object, stereo cameras are required. The

relation between the 3D space and each camera plane of the stereo

can be determined by calibration. We use the pinhole camera

model shown in Fig. 3 for calibration [10]. A 3D world point at

(X,Y,Z) can be related to its image point at (x,y) by

(7)

where s is a scale factor and C is the camera matrix. To determine

the elements of the matrix, Eq. (7) is written as

(8.1)

(8.2)

where cij, i=1,2,3, j=1,2,..,4, are the elements of C. Then, the

matrix elements are found by solving 

  = (9)

After calibrating another camera by the same procedure

described above, we can compute the 3D position of the spot from

two corresponding images of the spot. Although image

correspondence is a major difficulty in stereo vision, it is

straightforward in this paper because the corresponding laser spots

can be detected by the method of Section 2.1.

3. RESULTS 

Experiments were conducted to check the system presented in

this paper. In order to test the proposed method of detecting the

light spot in an image, we measured the light spot of a red laser

pointer on a real camera image. Fig. 4 shows an example of the

results obtained using the proposed method. Fig. 4(b) shows the R

monochrome image of Fig. 4(a). The scene was arranged to

contain several red components, such as a marker, a board eraser,

and characters in addition to shiny white background to reflect

bright lighting. This arrangement made the detection of the red

laser spot difficult. Fig. 4(c) shows pixels with brightness of 250

or greater. As a result of size and shape filtering using the

detection window and the morphological operations, we could get

an image shown in Fig. 4(d), which is the negative image in order

to show the result more clearly. In this figure, the laser light spot

is well detected in spite of cluttered surroundings.

The laser light spot tracking was performed by applying the two

methods discussed in Section 2.2. We used the data generated

artificially in order to analyze the results for various cases. Table

1 shows the characteristics of the data used in this simulation

study. <DATA 1> is the case where the data are measured at

intervals of 0.03 second for the laser spot moving at a constant

speed. The measurement error was assumed to follow a normal

distribution with zero mean and a standard deviation of 1 pixel.

<DATA 2> is the spot position trajectory data generated assuming

a constant acceleration. <DATA 3> was simulated for a mixed

movement pattern where the spot was assumed moving at a

constant acceleration first and at a constant velocity later. <DATA

4> is a complicated angular movement of a constant acceleration

first, constant velocity second, and constant deceleration third.

Table 2 shows the results of the laser light spot tracking. The

two methods tested successfully tracked the light spot, but the

Kalman filter showed better performance mostly except the case

of <DATA 4>. The reason may be that the movement in the data

was made in the angular space, while the Kalman filter estimated

the spot position in the Cartesian space. Therefore, the system

model of the filter did not fit well to the data. The quite large error

could be reduced significantly by adjusting the process and

measurement noise covariance matrices. Fig. 5 shows the tracking
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Fig. 3. Pinhole camera model for calibration between the 3D space

and the 2D image plane of a camera.
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by Kalman filtering for the cases of <DATA 3> and <DATA 4>.

To test the 3D position measurement, two cameras were

assumed, and synthetic points and their image points were

generated at distances of 1000, 950, and 900 mm from the

stereo cameras. Only radial lens distortion (distortion

parameter k=0.0003) was considered, and additive 1/5 pixel

noise in measurement was assumed. When the cameras were

Fig. 4. Laser spot detection. (a) Input color image, (b) R channel

monochrome image, (c) Detected bright pixels, and (d)

Detected laser spot after size and shape filtering in addition to

morphological operations.

Table 1. Data generated for tracking simulation.

Data 

Sets

DATA Features 

(Sampling Period Δt = 0.03 s)

DATA 1
x(t) = 50+vxt, y(t) = 50+vyt, t = (1,2,…,100)Δt 

vx = 10 pixel/s, vy = 20 pixel/s

DATA 2

x(t) = 50+(1/2)axt
2, y(t) = 50+(1/2)ayt

2, 

t = (1,2,,100)Δt

ax = 5 pixel/s2, ay = 15 pixel/s2

DATA 3

1
st
 Movement: t = (1,2,…,50)t

x(t) = 50+(1/2)axt
2, y(t) = y(0)+(1/2)ayt

2

ax = 5 pixel/s2, ay = 15 pixel/s2

2
nd

 Movement: t = (51,52,…,100)t

x(t) = x(1.5)+vx(t−1.5), y(t) = y(1.5)+vy(t−1.5)

vx = 7.5 pixel/s, vy = 15 pixel/s

DATA 4

x(t) = 50+30Cosθ, y(t) = 50+30Sinθ

1
st
 Movement: t = (1,2,…,30)t

θ(t) = (1/2)at
2
, a = π/0.81 rad/s

2

2nd Movement: t = (31,32,…,60)t

θ(t) = θ(0.9)+v(t−0.9), v = π/0.9 rad/s

3
rd
 Movement: t = (61,32,…,90)t

θ(t) = θ(1.8)+π/2+(1/2)a(0.9−(t−1.8))2,

a = −π/0.81rad/s
2

Table 2. Tracking results (MSE [pixel2]).

DATA SET
Method I

Method II

(Kalman filter)

Prediction Estimation Prediction Estimation

DATA 1 2.11 1.68 1.11 0.83

DATA 2 2.94 2.00 1.65 1.13

DATA 3 2.21 2.02 1.11 0.95

DATA 4 7.90 2.03
14.70 3.03

8.36* 1.82*

* The diagonal values in the process noise covariance matrix and

measurement noise covariance matrix of the Kalman filter were

set to 100 and 10, respectively, while both of them were set to 10

for all other cases.

Fig. 5. Tracking results by Kalman filtering: (a) <DATA 3>, (b)

<DATA 4>, where dots are the real positions, while circles

are the estimated positions. 
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calibrated by the method described in Section 2.3 using points

at distances of 900 and 1000 mm, the average accuracy

obtained for the test points at 950 mm was 1.52 mm.

4. CONCLUSIONS

We presented vision sensing methods for a robot guided by a

laser pointer. A method proposed to detect the laser spot on an

image is based on the color, size, and shape of the spot. Even in

a cluttered background, our method successfully detected the laser

spots on images.

Tracking of the laser spot is required for a robot to understand

the command of a user. We tested two spot tracking methods.

Although Kalman filtering (Method II) showed better results

mostly, the other method (Method I), which used the current spot

position to detect the next position, was simple and effective. We

conclude that Method II is useful only if the movement model is

known. In other cases, particularly if high-accuracy tracking is not

an important requirement, Method I can be easily applicable.

Another purpose of laser spot tracking is to increase the

detection efficiency. By tracking the laser spot, its position in the

next consequent image can be predicted. Then, the spot can be

searched only within the ROI around the predicted position. This

approach can reduce the processing time and possibility of false

detection. 

The 3D position of the target point where the laser spot is

pointed can be calculated by calibrating two cameras. We tested a

method based on the linear pinhole model. The 3D measurement

error obtained in our simulation study was approximately 1.5 mm

in a distance of approximately 1000 mm. 

The methods presented in this paper cover all essential vision

sensing procedures when using a laser pointer for robotic

guidance. Our study confirmed that the proposed system can be

promising for the man–robot interface. However, the system was

not mounted into a real robotic hardware system, which is the

future work. 
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