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Abstract

Wireless sensor networks (WSN) are composed of a large number of sensor nodes. Battery-powered sensor nodes have limited

coverage; therefore, it is more efficient to transmit data via multi-hop communication. The network lifetime is a crucial issue in

WSNs and the multi-hop routing protocol should be designed to prolong the network lifetime. Prolonging the network lifetime

can be achieved by minimizing the power consumed by the nodes, as well as by balancing the power consumption among the

nodes. A power imbalance can reduce the network lifetime even if several nodes have sufficient (battery) power. In this paper,

we propose a routing protocol that prolongs the network lifetime by balancing the power consumption among the nodes. To

improve the balance of power consumption and improve the network lifetime, the proposed routing scheme adaptively controls

the transmission range using a power control according to the residual power in the nodes. We developed a routing simulator to

evaluate the performance of the proposed routing protocol. The simulation results show that the proposed routing scheme

increases power balancing and improves the network lifetime.

Index Terms: Adaptive power control, Energy harvesting, Network lifetime, Routing, Wireless sensor networks

I. INTRODUCTION

In recent times, there has been growing interest and appli-

cation fields for sensor networks due to the development of

various wireless services [1, 2]. Many issues, such as effi-

cient power management, processing and storage ability, and

reliability, have been actively studied in various fields for

wireless sensor networks (WSNs) [3, 4]. In a wireless sensor

network, the nodes configure the network in the absence of a

dedicated base station or infrastructure. Since each node has

a limited transmission range, nodes located at far distances

cannot communicate with each other but must rely on multi-

hop routing for data transmission. In multi-hop transmis-

sions, the intermediate nodes located between the two nodes

engaged in data transmission perform the role of a router

that forwards packets to the next node according to the rout-

ing information.

An on-demand routing method is a typical routing protocol

for ad-hoc networks such as WSN. This routing method is

suitable for WSN where the network topology is continu-

ously changing, since the nodes establish a routing path

when data transfer is required. On-demand routing protocols

include dynamic source routing (DSR) and ad-hoc on-

demand distance vector routing (AODV). However, such

routing protocols are inefficient in terms of power consump-

tion, because they set a routing path based on the number of

hops without regard to the power consumed in the transmis-

sions. The sensor network is powered by batteries rather than

by an external power supply; therefore, the available power

is limited. Hence, if the battery is exhausted, the node will

no longer be able to perform normal routing operations. As

more nodes become depleted of power, the network loses
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functionality and reaches the end of its life. In particular,

imbalance in power consumption among the nodes causes

power imbalance problems in the network. Even if there are

many nodes with sufficient power, power imbalance can

cause the network to reach the end of its life rapidly [5]. To

maximize the network lifetime, routing protocols should be

designed to achieve balanced power consumption among the

nodes.

Several routing protocols considering the residual power

have been proposed to achieve efficient power consumption

[6–8]. However, most of these routing protocols require a lot

of overhead to get the power information of the neighboring

nodes, thereby making the routing algorithm complicated. In

this paper, we propose an adaptive power-controlled routing

protocol. The proposed routing protocol controls the trans-

mission power and range according the residual power of the

nodes to reduce the power imbalance among them and

extend the network lifetime.

The rest of this paper is organized as follows: in Section

II, we present the relationship between the transmission

power and radio range based on the residual power. In Sec-

tion III, we propose an adaptive power-controlled routing

protocol for WSN. In Section IV, we describe the simulation

environment and present the results. Finally, we conclude the

work in Section V.

II. TRANSMISSION POWER CONTROL

Since a wireless sensor network uses batteries that have

limited power, the battery power of a node can easily be

depleted and the function of the node stopped. If the number

of dead nodes increases beyond a certain level, the entire

network will run out of service. Therefore, the network life-

time can be increased by balancing the residual power of the

nodes through transmission power control. In ad-hoc net-

works, most routing schemes are designed under the assump-

tion that the transmission power and range of the nodes are

equal. Fig. 1 shows such a scheme.

In this case, all the nodes in the transmission path partici-

pate in data transmission using the same transmission power

regardless of the residual power of the node. A node with

low residual power can easily reach the end of its life. This

leads to a reduction in the network lifetime. Therefore, if the

nodes in the routing path have different residual powers, the

power can be balanced by adjusting the transmit power of

the nodes, as shown in Fig. 2.

Using the log-normal propagation model, the received

power Pr can be obtained by the following equation [9]:

, (1)

where d is the distance between the transmit and receive

nodes, Pt is the transmit power, and a is the path loss expo-

nent that ranges approximately between 2 and 4 depending

on the wireless environment. PL(d0) denotes the path loss at

a reference distance, d0. From Eq. (1), it can be seen that

when the transmission distance is doubled, a transmission

power of 4–16 times the original transmission power is

required according to the path loss exponent. As the trans-

mission distance increases, very high transmission powers

will be required to receive data transmissions at the receiver

node. Since the difference in power consumption caused by

controlling the transmission range is very large, it is neces-

sary to set an appropriate transmission region according to

the residual power of the nodes.

III. POWER-CONTROLLED ROUTING

The proposed routing algorithm is based on AODV rout-

ing protocol. First, the nodes are divided into three groups:

high-power, normal, and low-power nodes, according to their

residual powers. As Fig. 3(a) shows, if all the nodes are nor-

mal nodes, the routing path is set in the same manner as the

conventional AODV routing. As Fig. 3(b) shows, when there

are high-power nodes, the transmission power and distance
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Fig. 2. Routing path with different transmission ranges for the nodes.Fig. 1. Routing path with equal transmission range for the nodes.
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are both increased. Therefore, the power consumption of the

high-power nodes is increased; however, the overall hops on

the routing path can be reduced, thereby reducing the power

consumption of the other nodes. Finally, if there is a low-

power node on the path, the transmission power is reduced,

thereby reducing the transmission range and, consequently,

the power consumption of the low-power node is reduced. In

this case, although the number of hops may be increased, the

power control according to the residual power makes it pos-

sible to use the power of the nodes evenly, thereby increas-

ing the lifetime of the network.

A. Redefined RREQ and RREP

In this paper, we modify the Route Request (RREQ)

packet to control the transmission power. As Fig. 4 shows, a

Radio Range (RR) field is added to the existing RREQ mes-

sage field. RR field can have values 0, 1, and 2 according to

the transmission power of the RREQ packet.

As shown in Fig. 5, when RR = 0, the RREQ packet is

transmitted with normal power. When RR = 1, the RREQ

packet is transmitted at a power lower than the normal power

to reduce the transmission area. When RR = 2, the RREQ

packet is transmitted at a high power so that it has a wider

transmission area than a normal RREQ packet. By adding

the RR field in the RREQ packet, the receiver node can obtain

the transmission power and range of the RREQ packet.

For power-controlled routing, the RREP packet is also

modified by adding a Node Range (NR) field in conventional

RREP packets, as shown in Fig. 6. NR is set to 1 if the node

to which the RREP is to be transmitted is in the reduced range,

to 0 if in the normal range, and to 2 if in the extended range.

B. Routing for High-Power Nodes

When the RREQ is flooded in the proposed power-con-

trolled routing protocol, high-power nodes transmit packets

with high power; therefore, nodes far away from high-power

nodes are more likely to be selected as relay nodes, as shown

in Fig. 7. However, since relay nodes at a distance from the

high power nodes do not know the distance to the high

power nodes, normal-power RREP packets will be transmit-

ted, i.e., the remote high-power nodes may not receive the

RREP packets. Therefore, a high-power node must inform

the neighbor node that it is a high-power node. This problem

can be solved using the modified RREQ packet in Fig. 4.

Since the modified RREQ includes information about the

RR, the node receiving the RREQ can recognize that the

transmitting node is a high-power node.

In the proposed power-controlled routing protocol, high-

power nodes transmit RREQRR=0 packets with normal power

and RREQRR=2 packets with high power, as shown in Fig. 8.

Node C receives RREQRR=2 and knows that the current trans-Fig. 4. Modified RREQ message for power-controlled routing.

Fig. 3. Routing example according to remaining power in the presence of

(a) normal-power nodes, (b) high-power and low-power nodes.

Fig. 5. Modified RREQ packet and its transmission range.

Fig. 6. Modified RREP message for power-controlled routing.
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mit node is a high-power node. However, since it also

receives RREQRR=0, the node knows that it is in the normal

region. So, node C tries to complete the path by transmitting

a normal-power RREP in the conventional method. Con-

versely, node D does not receive RREQRR=0 but only receives

RREQRR=2, and knows that the transmit node is a high-power

node and that node D is in the extended region. Therefore,

when the RREQ flooding is completed and the RREP trans-

mitted, node D, belonging to the extended area, transmits a

high-power RREP packet to be able to reach node A.

C. Routing for Low-Power Nodes

If the residual power of a node is lower than the reference

value and it is classified as a low-power node, it is necessary

to reduce the power consumption by reducing the transmis-

sion range. In this paper, by reducing the transmission power

of the RREQ, relay nodes are found within a smaller trans-

mission area, so that data can be transmitted with less power.

However, in this case, as the transmission range decreases,

the problem that a relay node does not exist within the trans-

mission range may occur.

Therefore, similar to the routing of high-power nodes, if a

node A is a low-power node, it transmits two packets

RREQRR=0 and RREQRR=1, as shown in Fig. 9. At this time,

RREQRR=0 is a packet transmitted with normal power and

has a normal transmission range. On the other hand,

RREQRR=1 reduces the transmission region by reducing the

transmit power.

In Fig. 9, node C receives only RREQRR=0, but node B

receives both RREQRR=0 and RREQRR=1. The reason for

sending RREQRR=0 at normal power is that routing should be

achieved through the node in the normal transmission region

when there is no relay node in the low-power region. In

addition, the nodes receiving RREQ can determine the trans-

mission region they belong to. After receiving the RREQ,

nodes B and C flood the RREQ through the network accord-

ing to the conventional AODV scheme. 

Relay node B is closer to the low-power node A; however,

the routing path containing node B may have more hops than

the routing path containing node C because the distance

between nodes A and C is shorter. Therefore, it is possible

that the path containing node C is chosen as the routing path.

To solve this problem, the node receiving RREQRR=1 knows

that it belongs to the low-power area and decreases the num-

ber of hops by one. In other words, by subtracting the num-

ber of relay nodes in the reduced range from the total

number of hops, the possibility of selecting the route con-

taining the near-end node B is increased.

Fig. 10 shows an example of a routing path that includes

low-power nodes. Although both paths have the same num-

ber of hops, path 1 includes a node in the reduced range and

the number of hops is reduced to three; path 1 is therefore

selected as a final routing path and the low-power node can

reduce its transmit power.

Although a routing path is established, node A does not

know whether the next node is in the reduced range or not

and cannot determine the transmit power. To solve this prob-

Fig. 7. The problem of RREQ-RREP exchange for long distances.

Fig. 8. RREQ transmission for high-power nodes.

Fig. 9. RREQ packet transmission for low-power nodes.

Fig. 10. Routing path with a low-power node.
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lem, the modified RREP packet in Fig. 6 is used. After the

RREQ packet is flooded to the destination node, the RREP is

transmitted through the routing path. When the RREP is

transmitted, the NR in the RREP is equal to 0 if the next hop

node is in the normal region, and equal to 1 if the node is in

the reduced region. Using the value of the NR in the RREP,

node A can determine the transmit power at the time of the

data transmission.

IV. SIMULATION AND RESULTS

In this paper, we developed a routing simulator to evaluate

the performance of the proposed routing protocol. Fig. 11

shows the initial screen of the routing simulator.

The entire network consists of 121 nodes, arranged in a

grid structure. The battery capacity was set to 25 J for fast

simulation, and the path loss exponent was set to 2. Table 1

shows the network parameters used for the simulation [10].

The nodes are divided into low-power nodes, normal-

power nodes, and high-power nodes according to their resid-

ual powers, with the transmission distance of normal power

nodes set to 250 m. In mod1, the transmission distance of

the low-power nodes, normal-power nodes, and high-power

nodes have a ratio of 1:2:4, whereas in mod2, the ratio is

1.5:2:3.

Fig. 12 shows the standard deviation of the residual power

after 5k packets are transmitted. In the conventional AODV

scheme, the standard deviation of the residual power of the

nodes is greater than that of the proposed power-controlled

routing algorithm, indicating that the conventional AODV

routing has a greater imbalance in power consumption

among nodes than the proposed power-controlled routing

algorithm. Conversely, in the proposed power-controlled

routing protocol, the standard deviation of the residual power

is greatly reduced. The standard deviation also depends on

the threshold power α for the low-power nodes and the

threshold power β for high-power nodes. The standard devi-

ation at α = 25% and β = 75% is smaller than standard devi-

ation at α = 15% and β = 85%.

Fig. 13 shows the percentage of dead nodes due to the

complete discharge. In the conventional AODV scheme, the

number of dead nodes increases rapidly from the beginning

of the packet transmission. On the other hand, in the pro-

posed scheme, when the number of packets to be transmitted

is small, the number of dead nodes is very small, but gradu-

ally increases as the number of packets increases. The num-

ber of nodes that have reached the end of their lives is

directly related to the lifetime of the network and is a very

important performance indicator. Consequently, it can be

seen that the use of the power-controlled routing protocol

can greatly improve the network lifetime.

Fig. 14 shows the standard deviation of the residual power

according to the threshold of the high-power nodes at a =

25%. If the threshold is too low, the number of dead nodes

increases. When the threshold β is near 75%, the network

lifetime is maximized.

Fig. 11. Initial screen of the routing simulator.

Fig. 12. Standard deviation of the residual power.

Table 1. Networking parameters for the simulation

Parameter Value

Network size (km2) 2.5 × 2.5 

No. of nodes 121

Transmission range (m) 250

Bandwidth (kbps) 250 

Tx power (mW) 31.2

Rx power (mW) 22.2

Packet size (byte) 28 
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V. CONCLUSION

In this paper, we proposed an adaptive power-controlled

routing protocol that can increase the network lifetime by

solving the problem of the power imbalance among nodes.

The transmitted power is controlled according to the residual

power of the nodes. For this adaptive power control, each

node is classified as a high-power, normal-power, or low-

power node depending on its residual power. The transmis-

sion powers are allocated according to the power group. For

a distributed WSN, the content and transmission method for

signaling packets are newly modified in this paper so that

the status of battery power in a node can be ascertained, and

the power-controlled routing can be enabled. The perfor-

mance of the proposed power-controlled routing protocol

was simulated and compared with the conventional routing

protocol. The results showed that the imbalance in residual

powers was greatly reduced and the network lifetime was

improved.
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