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ABSTRACT. This paper is to consider the generalized Fermat difference equations with different types which ever considered by Li [14], Ishizaki and Korhonen [9], Zhang [26] and Liu [15–18], respectively. Some new observations and results on these equations will be given.

1. Introduction

It is well known that the equations
\[ f(z)^n + g(z)^n = 1 \]
regard as the Fermat diophantine equations \( x^n + y^n = 1 \) over functional fields, where \( n \geq 2 \) is a positive integer. Montel [20] proved that (1) has no transcendental entire solutions when \( n \geq 3 \). Gross [3] showed that (1) has no transcendental meromorphic solutions when \( n \geq 4 \). If \( n = 2 \), then Gross [4] proved that (1) has the entire solutions \( f(z) = \sin(h(z)) \) and \( g(z) = \cos(h(z)) \), where \( h(z) \) is any entire function, no other solutions exist. If \( n = 3 \), then Baker [1] obtained that the nonconstant meromorphic solutions \( f(z) = F(\omega(z)) \) and \( g(z) = cG(\omega(z)) \), where \( c \) is a cube-root unity, \( \omega(z) \) is an entire function and \( F(z) = \frac{1+3^{-\frac{1}{2}}\varphi'(z)}{2\varphi(z)} \) and \( G(z) = \frac{1-3^{-\frac{1}{2}}\varphi'(z)}{2\varphi(z)} \), where \( \varphi(z) \) denotes the Weierstrass function with periods \( \omega_1 \) and \( \omega_2 \) defined as
\[ \varphi(z) := \frac{1}{2^2} + \sum_{\mu, \nu \in \mathbb{Z}, \mu^2 + \nu^2 \neq 0} \left\{ \frac{1}{(z + \mu\omega_1 + \nu\omega_2)^2} - \frac{1}{(\mu\omega_1 + \nu\omega_2)^2} \right\} \]
and satisfies the equation \( (\varphi')^2 = 4\varphi^3 - 1 \) for suitable \( \omega_1 \) and \( \omega_2 \).
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One of recent interests on Fermat functional equations is to get the precise forms of meromorphic solutions on Fermat differential equations or Fermat difference equations. Yang and Li [23, Theorem 1] considered the transcendental entire solutions of the Fermat differential equations

\[ f(z)^2 + f'(z)^2 = 1. \]

Liu [15, Proposition 5.1] considered the transcendental entire solutions with finite order on Fermat difference equations

\[ f(z)^2 + f(z+c)^2 = 1. \]

Liu, Cao and Cao [16] proceed to consider the precise expressions on the transcendental entire solutions on (2), Liu and Yang [18] obtained the existence on the transcendental meromorphic solutions with finite order or infinite order, see some examples in [18]. Recent progresses on Fermat difference equations are to consider the existence on the transcendental meromorphic solutions on

\[ f(z)^3 + f(z+c)^3 = 1, \]

see Korhonen and Zhang [11], Lü and Han [19], they proved that there are no transcendental meromorphic solutions with hyper-order less than one. In addition, Li [13], Ishizaki and Korhonen [9] and Zhang [26] considered the properties of transcendental solutions of the generalizations of (2) with different types, the details will be stated in the following. We will proceed to consider and give some new observations and results on these equations.

We assume that the reader is familiar with standard symbols and results on Nevanlinna theory [24].

2. The lower estimates on \( F_S(k) \)

Let \( n, k \) be positive integers. The equations

\[ f_1(z)^k + f_2(z)^k + \cdots + f_n(z)^k = 1 \]

are called the generalized Fermat type equations. Some results on the existence of meromorphic solutions when \( n = 3, 4 \) can be found in [5]. Recent progresses on the case of \( n = 3 \) are given by Ng and Yeung [21], they proved that there are no transcendental meromorphic solutions when \( k = 8 \) and there are no transcendental entire solutions when \( k = 6 \). It is open for the case that \( n = 3 \) and \( k = 7 \) for meromorphic solutions of (4).

Let \( F_S(k) \) denote the smallest number \( n \) when (4) admits nonconstant solutions in \( S \), where \( S \) is one of the following functions class, the linear polynomials \( L \), the polynomials \( P \), entire functions \( E \), rational functions \( R \) and meromorphic functions \( M \). Obviously, \( F_S(k) \) depends on \( k \) and \( S \). The best lower estimates can be found [6, Theorem 4.1] which is a collection of the results in the references of [6]. The estimates can be stated as follows.
Theorem A. Suppose that $k \geq 2$ and $n \geq 2$. Let $f_1(z), f_2(z), \ldots, f_n(z)$ be nonconstant functions in $S$ satisfying (4), the best lower estimates for (4) as follows:

\[
F_P(k) > \frac{1}{2} + \sqrt{k + \frac{1}{4}},
\]

(5)

\[
F_R(k) > \sqrt{k + 1},
\]

(6)

\[
F_M(k) \geq \sqrt{k + 1},
\]

(7)

\[
F_E(k) \geq \frac{1}{2} + \sqrt{k + \frac{1}{4}}.
\]

(8)

In addition, Kim [10] applied linear algebra theory to obtain the estimate on $F_L(k)$.

Theorem B ([10, Theorem 2.2.1]). Let $n \geq 2$ and $k \geq 2$ be integers. Then

\[
F_L(k) = k + 1.
\]

The difference monomial $x(x - 1) \cdots (x - k + 1)$ is a discrete version of $x^k$. Similar correspondence occurs frequently in the theory of difference equations as well, for example $f(z)f(z+c) \cdots f(z+(k-1)c)$ is a discrete version of $f(z)^k$.

Recently, Li [13] considered a difference version of (4) as follows

\[
\sum_{i=1}^{n} f_i(z)f_i(z+c) \cdots f_i(z+(k-1)c) = 1,
\]

(9)

where $c = 1$. For the statement of Li’s results, some definitions should be recalled firstly.

Definition 2.1. Let $f$ and $g$ be meromorphic functions and $a$ be a complex number. Let $z_n(n = 1, 2, \ldots)$ be zeros of $f - a$. If $z_n(n = 1, 2, \ldots)$ are also zeros of $g - a$ (ignoring multiplicity), we denote $f = a \Rightarrow g = a$. Let $\nu(n)$ be the multiplicity of the zeros $z_n$. If $z_n(n = 1, 2, \ldots)$ are also $\nu(n)(n = 1, 2, \ldots)$ multiple zeros of $g - a$ at least, then we write $f = a \rightarrow g = a$. If $f = a \Rightarrow g = a$, then it is said that $f$ and $g$ share a CM. If $f = a \leftrightarrow g = a$, then it is said that $f$ and $g$ share a IM. If $f = a \rightarrow f(z + c) = a$ except for at most finitely many $a$-points of $f$, then it is said that $a$ is an exceptional paired value of $f$ with the separation $c$, which is defined in [7].

Let $\hat{M}$ be the collection of all nonconstant meromorphic functions of hyper-order $< 1$ such that any finite collection $\{f_1, \ldots, f_k\} \subset \hat{M}$ satisfies the following properties:

(i) $f_i$ and $1/f_j(i, j = 1, \ldots, k, i \neq j)$ have no common zeros;

(ii) $f_i = \infty \iff f_i(z + c) = \infty$ for all $i = 1, \ldots, k$;

(iii) 0 is an exceptional paired value of $f_i$ for all $i = 1, \ldots, k$. 


Let \( \tilde{E} \) be the collection of all nonconstant entire functions of hyper-order \(< 1\) such that any finite collection \( \{f_1, \ldots, f_k\} \subset \tilde{E} \) satisfies \( f_i(z) = 0 \Rightarrow f_i(z+c) = 0 \) for all \( i = 1, \ldots, k \).

Let \( \tilde{R} \) be the collection of all nonconstant rational functions that satisfies the property that the zeros and the poles are of multiplicity positive integer multiple of \( n \).

Let \( \tilde{P} \) be the collection of all nonconstant polynomial functions such that the zeros are of multiplicity no less than \( n \).

Li [13] obtained the best lower estimates \( F_{\tilde{S}}(k) \) for (9), which can be collected as follows.

**Theorem C.** Suppose that \( k \geq 2 \) and \( n \geq 2 \). Let \( f_1(z), f_2(z), \ldots, f_n(z) \) be nonconstant functions in \( S \) satisfying (9). Then

\[
\begin{align*}
F_{\tilde{P}}(k) &> \frac{1}{2} + \sqrt{k + \frac{1}{4}}, \\
F_{\tilde{R}}(k) &> \sqrt{k + 1}, \\
F_{\tilde{M}}(k) &\geq \sqrt{k + 1}, \\
F_{\tilde{E}}(k) &\geq \frac{1}{2} + \sqrt{k + \frac{1}{4}}.
\end{align*}
\]

**Remark 2.2.** The conditions (ii) above can not be removed in \( \tilde{M} \), which can be seen by \( f(z) = \frac{e^{\pi iz} + 1}{e^{\pi iz} - 1} \) thus \( f(z+1) = \frac{e^{\pi iz} - 1}{e^{\pi iz} + 1} \) thus \( f(z)f(z+1) = 1 \). Here \( k = 2 \) and \( n = 1 \).

Observing the proofs of Theorem C in [13], the idea is to use an important result [5, Theorem 3.2]. In this paper, we provide firstly some other results on the generalized Fermat type equations and show our observations on the conditions (i), (ii), (iii). Toda [22] investigated the generalized Fermat type equations

\[
a_1(z)f_1(z)^{k_1} + a_2(z)f_2(z)^{k_2} + \cdots + a_n(z)f_n(z)^{k_n} = 1,
\]

where \( a_1(z), a_2(z), \ldots, a_n(z) \) are nonzero meromorphic functions such that \( T(r, a_j(z)) = o(T(r, f_j(z))) \), \( j = 1, 2, \ldots n \) and obtained the theorem below.

**Theorem D** ([22, Theorem 1]). Let \( f_1, f_2, \ldots, f_n \) be nonconstant entire functions. If \( f_j \) and \( a_j \) satisfy (14) for positive integers \( k_1, \ldots, k_n \), then

\[
\sum_{j=1}^{n} \frac{1}{k_j} \geq \frac{1}{n-1}.
\]

In 2002, Yu and Yang [25] improved Theorem D to meromorphic functions and proved the following result.
**Theorem E.** Let \( f_1, f_2, \ldots, f_n \) be nonconstant meromorphic functions. If \( f_j \) and \( a_j \) satisfy (14) for some positive integers \( k_1, \ldots, k_n \), then
\[
\sum_{j=1}^{n} \frac{1}{k_j} \geq \frac{1}{4(n-1)}.
\]

Li and Yang [14] obtained the following result, which can be used to improve Theorem D and Theorem E.

**Lemma 2.3.** Let \( n \) be a positive integer and \( n \geq 2 \). Let \( F_1, F_2, \ldots, F_n \) be \( n \) linearly independent non-constant meromorphic functions. If
\[
\sum_{i=1}^{n} F_i \equiv 1,
\]
then
\[
T(r, F_1) \leq \sum_{i=1}^{n} (n-1)N(r, \frac{1}{F_i}) + A_n \sum_{i=1}^{n} N(r, F_i) + o(T(r)),
\]
where
\[
A_n := \begin{cases} 
\frac{1}{2}, & n = 2, \\
\frac{2n-3}{3}, & n = 3, 4, 5, \\
\frac{2n+1-2\sqrt{2n}}{2}, & n \geq 6.
\end{cases}
\]

Lahiri and Yu [12] obtained the result below using Lemma 2.3.

**Theorem F.** Let \( f_1, f_2, \ldots, f_n \) be nonconstant meromorphic functions. If \( f_j \) and \( a_j \) satisfy (14) for some positive integers \( k_1, \ldots, k_n \), then
\[
\sum_{j=1}^{n} \frac{1}{k_j} \geq \frac{1}{n-1 + A_n}.
\]

Let us observe the above three conditions (i), (ii), (iii). In fact, the function \( f(z) \) that satisfies (ii) and (iii) implies that
\[
N \left( r, \frac{f(z+c)}{f(z)} \right) = S(r, f).
\]

In addition, for meromorphic functions with hyper order less than one,
\[
m \left( r, \frac{f(z+c)}{f(z)} \right) = S(r, f)
\]
follows by Halburd, Korhonen and Tohge [8]. So the function \( f(z) \) in \( \tilde{M} \) satisfies
\[
T \left( r, \frac{f(z+c)}{f(z)} \right) = S(r, f).
\]
Similarly, the functions with \( f_i(z) = 0 \rightarrow f_i(z+c) = 0 \) in \( \tilde{E} \) satisfy (16). Hence, we replace the functions class \( \tilde{M} \) and \( \tilde{E} \) with \( \hat{M} \) and \( \hat{E} \), where \( \hat{M} \) denotes the class of meromorphic functions satisfying (16) and \( \hat{E} \) denotes the class of entire functions satisfying (16).

**Remark 2.4.** The condition (i) is removed in \( \hat{M} \). The class \( \hat{E} \) indeed extend the class \( \tilde{E} \). For example \( f_1(z) = i \sin(e^z) \in \hat{E} \) and \( f_2(z) = \cos(e^z) \in \hat{E} \) are functions of hyper-order one. If \( e^c = -1 \), then \( f_1(z) \) and \( f_2(z) \) do not belong to \( \tilde{E} \), but satisfy (16). It is easy to see that \( f_1(z) \) and \( f_2(z) \) solve \( f_1(z)f_1(z+c) + f_2(z)f_2(z+c) = 1 \).

**Proposition 2.5.** Suppose that \( k \geq 2 \) and \( n \geq 2 \). Let \( f_1(z), f_2(z), \ldots, f_n(z) \) be nonconstant functions in \( S \) satisfying (9). Then

\[
F_{\hat{E}}(k) \geq \frac{1}{2} + \sqrt{k + \frac{1}{4}}, \quad F_{\hat{M}}(k) \geq \frac{1}{2} + \sqrt{\frac{k+1}{4}}.
\]

**Proof.** We change (9) into another form

\[
\sum_{i=1}^{n} a_i(z)f_i(z)^k \prod_{j=1}^{k-1} \frac{f_i(z+jc)}{f_i(z)} = 1.
\]

Considering the collection \( \{f_1, \ldots, f_k\} \subset \hat{E} \), we have

\[
T \left( r, a_i(z) \prod_{j=1}^{k-1} \frac{f_i(z+jc)}{f_i(z)} \right) = S(r, f).
\]

Using Theorem D, we get \( \frac{n}{k} \geq \frac{1}{n-1} \), that is \( F_{\hat{E}}(k) \geq \frac{1}{2} + \sqrt{k + \frac{1}{4}} \). Using Theorem E for \( \hat{M} \), we have \( \frac{n}{k} \geq \frac{1}{4(n-1)} \), thus \( F_{\hat{M}}(k) \geq \frac{1}{2} + \sqrt{\frac{k+1}{4}} \).

In fact, we also can give a generalization of (9) as follows:

\[
\sum_{i=1}^{k} a_i(z) \prod_{j=0}^{n_j} f_i(z+jc) = a(z),
\]

where \( a_i(z) \), \( i = 0, 1, \ldots, k \) are nonzero small functions with respect to \( f(z) \). If all \( n_j = n \), then (18) reduces to (9). If \( f_j \) belongs to \( \hat{M} \), then (18) can be written as

\[
\sum_{i=1}^{k} a_i(z)f_i(z)^{n_j} \prod_{j=0}^{n_j} \frac{f_i(z+jc)}{f_i(z)} = a(z).
\]

Theorem F implies that \( \sum_{j=1}^{k} \frac{1}{n_j} \geq \frac{1}{k-1+A_k} \).
This method also can be used to consider the transcendental meromorphic solutions on other generalized Fermat difference equations, for example

\[ \sum_{i=1}^{k} a_i(z) \prod_{j=0}^{n_j} [b_j(z)f_i(z + je) - c_j(z)f(z)] = a(z), \]

where \(a(z), a_i(z), b_j(z), c_j(z)\) are small functions with respect to \(f(z)\).

**Remark 2.6.** Considering \(F_L(k)\), we see that the equation

\[ f_1(z)f_1(z + c) + f_2(z)f_2(z + c) = 1 \]

has no linear solutions, but

\[ f_1(z)f_1(z + 1) + f_2(z)f_2(z + 1) + f_3(z)f_3(z + 1) = 1 \]

exists linear solutions, for example \(f_1(z) = \frac{z + \frac{1}{2}}{2}, f_2(z) = \frac{\sqrt{2}z + \frac{3}{2}}{2}\) and \(f_3(z) = \frac{\sqrt{2}z + \frac{1}{2}}{2}\) satisfy the above equation. It seems that for the case of linear polynomials, \(F_L(k) = k + 1\) for (9). Unfortunately, we have not succeed in proving it.

### 3. Generalized Fermat equations with three terms

In this section, we consider another generalized Fermat difference equations

\[ f(z + 1)^2 - A_1(z)f(z)f(z + 1) + f(z)^2 = B_1(z), \]

where \(A_1(z)\) and \(B_1(z)\) are nonzero meromorphic functions. The equation (20) is also considered in a recent paper by Ishizaki and Korhonen [9] with different expression as follows

\[ (\Delta f(z))^2 = A(z)(f(z)f(z + 1) - B(z)), \]

where \(A(z), B(z)\) are meromorphic functions. It is easy to see that \(A_1(z) = 2 + A(z)\) and \(B_1(z) = -A(z)B(z)\) in (20).

Firstly, we recall some results on \(A_1(z)\) and \(B_1(z)\) are constants in (20). Obviously, if \(A_1(z) = \pm 2\) and \(B_1(z) = B_1\), then (20) can be written as

\[ [f(z + 1) \pm f(z)]^2 = B_1, \]

thus \(f(z + 1) \pm f(z) = \pm \sqrt{B_1}\). If \(f(z) + f(z + 1) = \sqrt{B_1}\), then \(f(z)\) may be a finite order entire function, such as \(f(z) = e^{\pi iz} + \sqrt{B_1}\). If \(f(z)\) may be an infinite order entire function, such as \(f(z) = \sin(e^{\pi iz}) + \sqrt{B_1}\). If \(f(z) - f(z + 1) = \sqrt{B_1}\), then \(f(z)\) may be a finite order entire function, such as \(f(z) = e^{2\pi iz} - z\sqrt{B_1}\). If \(f(z)\) may be an infinite order entire function, such as \(f(z) = \cos(e^{\pi iz}) - z\sqrt{B_1}\). If \(A_1(z) = -2\alpha, \alpha \neq \pm 1\) and \(B_1(z) = 1\), Liu and Yang [18] obtained the transcendental meromorphic solutions of (20) should satisfy \(f(z) = \frac{\alpha_1 - \alpha_2 \beta(z)}{(\alpha_1 - \alpha_2)^2}\) and \(f(z + c) = \frac{1 - \beta(z)^2}{(\alpha_1 - \alpha_2)^2}\) where \(\alpha_1 = \frac{1}{\alpha_2}, \alpha_1 + \alpha_2 = 2\alpha\) and \(\beta(z)\beta(z + c) = -\frac{1}{\alpha_2}\) or \(\alpha_2 \beta(z + c) = \beta(z)\). See some examples in [18].
Ishizaki and Korhonen [9] proved that the difference equation (21) possesses a continuous limit to the differential equation \((w')^2 = A(z)(w^2 - 1)\) and obtained the following Theorem G. We will give a short proof of Theorem G from the point of view of (20).

**Theorem G** ([9, Proposition 4.1]). Suppose that \(A(z)\) and \(B(z)\) are periodic functions of period 1 in (21) and suppose that (21) possesses a meromorphic solution \(f(z)\). Then either \(f(z)\) is a periodic function of period 2, or \(f(z)\) satisfies a linear difference equation of second order

\[
\Delta^2 f(z) - A(z)\Delta f(z) - A(z)f(z) = 0.
\]

**Proof.** Shifting forward the equation (20), we have

\[
f(z + 2)^2 - A_1(z + 1)f(z + 1)f(z + 2) + f(z + 1)^2 = B_1(z + 1).
\]

Since \(A(z)\) and \(B(z)\) are periodic functions of period 1, then \(A_1(z)\) and \(B_1(z)\) are also periodic functions of period 1. From (20) and (22), we have

\[
[f(z + 2) - f(z)][f(z + 2) + f(z)] = A_1(z)f(z + 1)[f(z + 2) - f(z)].
\]

Thus, we have that either \(f(z)\) is a periodic function of period 2 or \(f(z)\) satisfies a linear difference equation

\[
f(z + 2) - A_1(z)f(z + 1) + f(z) = 0,
\]

that is

\[
\Delta^2 f(z) - A(z)\Delta f(z) - A(z)f(z) = 0. \quad \Box
\]

There are some examples in [9] to show that the orders of growth on two transcendental meromorphic solutions \(f_1(z)\) and \(f_2(z)\) do not satisfy

\[
T(r, f_1) = T(r, f_2)(1 + o(1)) \quad \text{as} \quad r \to \infty, \quad r \notin E,
\]

where \(E\) is an exceptional set with finite logarithmic measure. The examples themselves are also interesting. We will give more details on these examples from the point of view of (20).

**Example 3.1** ([9, Example 2.1]). Taking \(A(z) = -4\sin^2 \frac{a}{2}\) and \(B(z) = \cos^2 \frac{a}{2}\) in (21), that is

\[
(\Delta f(z))^2 = -4\sin^2 \frac{a}{2}(f(z)f(z + 1) - \cos^2 \frac{a}{2}).
\]

Thus we can rewrite the above equation as follows

\[
f(z + 1)^2 - (2 - 4\sin^2 \frac{a}{2})f(z)f(z + 1) + f(z)^2 = 4\sin^2 \frac{a}{2}\cos^2 \frac{a}{2},
\]

which also can be written as

\[
g(z + 1)^2 - 2\cos ag(z)g(z + 1) + g(z)^2 = 1,
\]
where $g(z) = f(z) + a$ and $a$ is nonzero constant. Using the result in [18, p. 321], we have that all meromorphic solutions of (24) can be written as

$$g(z) = \frac{\alpha_1 - \alpha_2 \beta(z)^2}{(\alpha_1 - \alpha_2)\beta(z)},$$

where $\beta(z)\beta(z + 1) = -\frac{1}{\alpha_2}$ or $\alpha_2\beta(z + 1) = \beta(z)$ and $\alpha_1 = \cos a + i \sin a$ and $\alpha_2 = \cos a - i \sin a$, $\beta(z)$ is a meromorphic function. Here $\beta(z)$ can take transcendental meromorphic solutions with finite order or infinite order. Then $f(z)$ can be transcendental meromorphic solutions with finite order or infinite order.

**Example 3.2** ([9, Example 2.2]). The transcendental meromorphic function $f(z) = \frac{1 + be^{x+is} - ce^{x-is}}{z^2 + 1}$ satisfies the equation $(\Delta_c f)^2 = -4(f(z)f(z+1) - 1)$, which also can be written as $(f(z+1) + f(z))^2 = 4$. We can get that all meromorphic solutions should satisfy $f(z + 1) + f(z) = 2$ or $f(z + 1) + f(z) = -2$. Thus $f(z)$ should be a periodic function with period 2.

**Example 3.3** ([9, Example 2.3]). If $\beta(z) \neq 0, \pm 2$ is an arbitrary periodic function of period 1. We see that

$$(\Delta_c f)^2 = -\frac{4\beta(z)^2}{\beta(z)^2 - 4}(f(z)f(z+1) - 1)$$

which also can be written as

$$f(z+1)^2 + \frac{2\beta(z)^2 + 8}{\beta(z)^2 - 4} f(z)f(z+1) + f(z)^2 = \frac{4\beta(z)^2}{\beta(z)^2 - 4}.$$ 

It also can be written as

$$\left(f(z+1) + \frac{\beta(z) + 2}{\beta(z) - 2} f(z) \right) \left(f(z+1) + \frac{\beta(z) - 2}{\beta(z) + 2} f(z) \right) = \frac{4\beta(z)^2}{\beta(z)^2 - 4}.$$ 

We will try to solve the above equation in the following

$$f(z+1) + \frac{\beta(z) + 2}{\beta(z) - 2} f(z) = \frac{2\beta(z)}{\beta(z) - 2} h(z),$$

$$f(z+1) + \frac{\beta(z) - 2}{\beta(z) + 2} f(z) = \frac{2\beta(z)}{\beta(z) + 2} h(z),$$

where $h(z)$ is a nonconstant meromorphic function. From (25), we have

$$f(z) = \frac{h(z)(\beta(z) + 2) - (\beta(z) - 2) \frac{1}{\pi z^2}}{4}.$$ 

We also have

$$f(z+1) = \frac{h(z)(\beta(z) - 2) - (\beta(z) + 2) \frac{1}{\pi z}}{-4}.$$ 

Combining (27) with the shift of (26), we have

$$\frac{h(z+1)}{h(z)} = \frac{2 - \beta(z)}{2 + \beta(z)}.$$
Since that $\beta(z)$ is an arbitrary periodic function of period 1, then
\[ h(z) = \tau(z) \left( \frac{2 - \beta(z)}{2 + \beta(z)} \right)^z, \]
where $\tau(z)$ is an arbitrary periodic function of period 1.

**Example 3.4** ([9, Example 2.4]). See the equation
\[ (\triangle c f)^2 = \frac{1}{z(z+1)} \left( f(z)f(z+1) - \frac{(1+2z)^2}{4z(z+1)} \right), \]
which can be written as
\[ f(z+1)^2 - \left( 2 + \frac{1}{z(z+1)} \right) f(z)f(z+1) + f(z)^2 = \frac{-(1+2z)^2}{4z^2(z+1)^2}. \]
It also can be decomposed into
\[ \left( f(z+1) - \frac{z+1}{z} f(z) \right) \left( f(z+1) - \frac{z}{z+1} f(z) \right) = \frac{-(1+2z)^2}{4z^2(z+1)^2}. \]
We will try to solve the above equation as follows
\[
\begin{aligned}
\begin{cases}
  f(z+1) - \frac{z+1}{z} f(z) = \frac{1+2z}{2z^2} h(z), \\
  f(z+1) - \frac{z}{z+1} f(z) = \frac{-1-2z}{2(z+1)^2} h(z),
\end{cases}
\end{aligned}
\]
where $h(z)$ is a nonconstant meromorphic function. Furthermore, we can obtain
\[
 f(z) = -\frac{h(z-1) - \frac{1}{h(z-1)}}{2},
\]
where $h(z)$ satisfies $h(z+1) = \frac{z+1}{z+2} h(z)$ or $h(z+1)h(z) = \frac{z+1}{z+2}$. In [9, Example 2.4], the special solution $f(z) = \frac{z^2+Q(z)^2}{2Q(z)^2}$ where $Q(z)$ is a periodic function of period 1. In fact, we can take $h(z) = -\frac{Q(z)}{z+1}$ that satisfies $h(z+1) = \frac{z+1}{z+2} h(z)$.

From Example 1 to Example 4, we see that $A_1(z)$ in (23) always satisfies
\[
\begin{aligned}
\begin{cases}
  A_u(z) + A_h(z) = A_1(z), \\
  A_u(z)A_h(z) = 1,
\end{cases}
\end{aligned}
\]
where $A_u(z)$ and $A_h(z)$ are meromorphic functions. It is natural to consider the existence of meromorphic solutions on a general equation as follows
\[
 f(z+1)^2 + 2\alpha(z)f(z+1)f(z) + f(z)^2 = \beta(z),
\]
where $\alpha(z)$ and $\beta(z)$ are nonconstant meromorphic functions.
Remark 3.5. For a special case \( \beta(z) = 1 - \alpha(z)^2 \) where \( \alpha(z) \) is a periodic function with period 1, \( \sqrt{\frac{\beta}{1+\alpha}} \) and \( \sqrt{\frac{\beta}{1-\alpha}} \) are entire functions, the transcendental entire function

\[
f(z) = \sqrt{\frac{\beta}{2}} \left( \frac{\sin(\pi z/2)}{\sqrt{1+\alpha}} + \frac{\cos(\pi z/2)}{\sqrt{1-\alpha}} \right)
\]
solves the equation (31).

For our further studying, we raise the following question.

**Question.** How to describe the transcendental meromorphic solutions for any meromorphic functions \( \alpha(z) \) and \( \beta(z) \)?

4. Some results on \( f(z)^2 + (\triangle_c f)^2 = \beta^2 \)

In this section, we consider a modification of (2), that is

(32) \[ f(z)^2 + (\triangle_c f)^2 = \beta^2, \]

which also be considered in [26]. In fact, Liu [15] has considered the equation \( f(z)^2 + (\triangle_c f)^2 = 1 \) to show that there is no transcendental entire solutions with finite order. Recently, Zhang [26] considered the existence of transcendental entire solutions of (32) and raised the following conjecture.

**Conjecture.** Let \( f \) be a transcendental entire function with finite order. Suppose that \( f \) is a solution of (32) where \( \beta \) is a small function of \( f \). Then \( \beta \equiv 0 \).

Related to the above conjecture, we give the following observations. Liu [17, Theorem 2.3] also considered another difference equations as follows

(33) \[ f(z)^2 + P(z)^2(\triangle_c f)^2 = Q(z), \]

and proved that there is no transcendental entire function with finite order if \( P(z) \) and \( Q(z) \) are nonzero polynomials. Thus, if \( \beta \) is a polynomial in (32), then \( \beta \equiv 0 \). See the proof in Liu [17, Theorem 2.3], the idea is to decompose the left hand side of (33). Here, we proceed to consider the above conjecture and obtain the following result.

**Theorem 4.1.** If \( \beta \) satisfies one the following conditions:

1. \( \beta \) is a nonzero constant;
2. \( \beta \) is a nonzero periodic function with period \( c \);
3. \( \beta \) is an entire function without zeros,

then there is no any transcendental entire function with finite order that satisfies (32), where \( \beta \) is a small function with respect to \( f(z) \).

**Proof.** Let \( f(z) \) be a transcendental entire solution with finite order of (32).

Case (1): If \( \beta \) is a nonzero constant, from (32), then

\[ (\triangle_c f)^2 = -[f(z)^2 - \beta^2]. \]

Thus, \( \triangle_c f \) should have infinite many zeros, otherwise \( f - \beta \) and \( f + \beta \) has finitely many zeros, which is a contradiction with \( f(z) \) is an entire function.
In fact, we have at least one of $f - \beta$ and $f + \beta$ has infinitely many zeros. If both $f - \beta$ and $f + \beta$ have infinitely many zeros, then the zeros should have multiplicities at least two. Thus, we have

$$\overline{N}(r, \frac{1}{f \pm \beta}) \leq \frac{1}{2} N(r, \frac{1}{f \pm \beta}) \leq \frac{1}{2} T(r, f).$$

Shifting backward the equation (32), we have

$$2f(z - c)^2 - 2f(z)f(z - c) = \beta^2 - f(z)^2 = (\Delta_{\beta}f)^2,$$

hence

$$2f(z - c)[f(z - c) - f(z)] = [f(z + c) - f(z)]^2. \tag{34}$$

If $f(z - c)$ has finitely many zeros, combining the second main theorem with [2, Theorem 2.2], then

$$2T(r, f) \leq N(r, f) + \overline{N}(r, \frac{1}{f}) + \overline{N}(r, \frac{1}{f + \beta}) + \overline{N}(r, \frac{1}{f - \beta}) + S(r, f) \leq N(r, \frac{1}{f(z - c)}) + \overline{N}(r, \frac{1}{f + \beta}) + \overline{N}(r, \frac{1}{f - \beta}) + S(r, f) \leq T(r, f(z)) + S(r, f), \tag{35}$$

which is a contradiction. If one of $f - \beta$ and $f + \beta$ have infinitely many zeros, the inequality (35) also holds. Thus $f(z-c)$ has infinitely many zeros. Furthermore, from (34), we have $f(z)$, $f(z - c)$ and $f(z + c) - f(z)$ share 0 IM, otherwise, if $f(z)$ and $f(z - c)$ has no common zeros, then the zeros multiplicities of $f(z - c)$ should at least two, then (35) is replaced by $2T(r, f) \leq \frac{3}{2} T(r, f) + S(r, f)$, which is also impossible. However, $f(z)$, $f(z + c) - f(z)$ share the value 0 IM is impossible from (32).

Case (2): Using the above method, we see that if $\beta$ is a nonzero small periodic function with respect to $f(z)$, we also have $f(z)$, $f(z - c)$ and $f(z + c) - f(z)$ should share 0 IM. Thus $\overline{N}(r, \frac{1}{f(z - c)}) \leq \overline{N}(r, \frac{1}{f}) + S(r, f)$. Thus, we also get a contradiction from (35).

Case (3): We consider that $\beta$ is a transcendental entire function without zeros. Thus $\beta(z) = e^{h(z)}$. It is easy to see that (32) can be written as

$$f(z + c)^2 - 2f(z + c)f(z) + 2f(z)^2 = \beta^2. \tag{36}$$

The equation (36) implies that

$$f(z + c) = \frac{\beta(z)}{\sqrt{2}}(U + V), \quad \sqrt{2}f(z) = \frac{\beta(z)}{\sqrt{2}}(U - V),$$

where $U, V$ are entire functions provided that $\beta$ has no zeros and satisfy the following Fermat equation

$$1 - \frac{\sqrt{2}}{2}tU^2 + (1 + \frac{\sqrt{2}}{2}t)V^2 = 1 \tag{37}$$
and \( t^2 = 1 \). So we have
\[
U = \frac{\sin(\alpha(z))}{\sqrt{1 - \frac{\sqrt{2}}{2} t}} = t_1 \sin(\alpha(z)), \quad V = \frac{\cos(\alpha(z))}{\sqrt{1 + \frac{\sqrt{2}}{2} t}} = t_2 \cos(\alpha(z)).
\]

Then
\[
f(z) = \frac{\beta(z)}{2} (t_1 \sin(\alpha(z)) - t_2 \cos(\alpha(z))) = \frac{\beta(z)}{2} (\sin(\alpha(z) + B))
\]
and
\[
f(z + c) = \frac{\beta(z)}{\sqrt{2}} (t_1 \sin(\alpha(z) + t_2 \cos(\alpha(z))) = \frac{\beta(z)}{\sqrt{2}} (\sin(\alpha(z) + D)).
\]

Thus, we have
\[
\frac{\beta(z + c)}{2} (\sin(\alpha(z) + B)) = \frac{\beta(z)}{\sqrt{2}} (\sin(\alpha(z) + D)).
\]

Furthermore, we have
\[
\frac{\beta(z + c)}{\beta(z)} \left( e^{i(\alpha(z+c)+\alpha(z)+B+D)} - e^{-i(\alpha(z+c)-\alpha(z)+B-D)} \right) = -\sqrt{2} e^{2i(\alpha(z)+D)} = -\sqrt{2}.
\]

Using Borel Lemma [24, Theorem 1.62] to above equation, it implies that \( \alpha(z) \) should be a linear polynomial. Since \( \beta(z) \) is a small function with respect to \( f(z) \), then \( h(z) \) should be a constant, a contradiction. Thus, we have the proof of Theorem 4.1. \( \square \)
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