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Abstract 
 

Text classification is one of the fundamental techniques in natural language processing. 
Numerous studies are based on text classification, such as news subject classification, question 
answering system classification, and movie review classification. Traditional text 
classification methods are used to extract features and then classify them. However, traditional 
methods are too complex to operate, and their accuracy is not sufficiently high. Recently, 
convolutional neural network (CNN) based one-hot method has been proposed in text 
classification to solve this problem. In this paper, we propose an improved method using CNN 
based skip-gram method for Chinese text classification and it conducts in Sogou news corpus. 
Experimental results indicate that CNN with the skip-gram model performs more efficiently 
than CNN-based one-hot method. 
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1. Introduction 

Text classification has always been one of the most basic techniques in natural language 
processing (NLP). In news classification, the algorithm based on the text classification 
processes news to determine which type it belongs to, such as finance, sports, military, and 
entertainment, among others. News classification can help readers quickly search or locate 
interest news [1]. In sentiment analysis field, classification is conducted using two types 
(positive, negative) or multiple categories (angry, happy, sad, etc.) for film reviews, product 
evaluations, and service evaluations to facilitate users in their selection process [2]. When 
processing messages, text classification can be used to quickly identify spam or harassment for 
interception, protecting users from a massive amount of useless information [3]. As part of 
other NLP systems, such as in question answering systems, text classification can be used to 
distinguish questions [4]. A high-accuracy classification model needs to be developed. 

In recent years, the development of deep learning makes significant progress in various 
fields, such as the intelligent wireless communications [5]–[12], artificial intelligence and the 
internet of things [13]–[16], and the computer vision [17]–[21]. With the success of neural 
networks in deep learning, the efficiency of convolutional neural networks (CNNs) in 
extracting data features has been recognized [22]. This accomplishment has encouraged a 
number of researchers locally and globally to apply deep learning in NLP and achieved good 
results. In many aspects of NLP, deep neural networks exceed the performance of many 
traditional machine learning methods, including text classification. The effect of CNNs on text 
classification has considerably surpassed traditional machine learning. Compared with 
traditional techniques, CNNs are more suitable for processing high-dimensional data. Their 
distinct convolution and pooling structure can extract text features, which has been confirmed 
by early studies [23].  

The classification model depends on the quality of inputs. A basic issue in NLP is the 
representation of text [24]. Feature extraction from text is related to the accuracy of the 
classification model. Owing to the inability of a computer to process text directly, text needs to 
be represented as text vectors, and then its features can be extracted. In traditional 
classification, features have to be extracted and then classified, so the text representation is 
important. In deep neural networks, the accuracy of the classification model is also related to 
the quality of text representation, because CNNs extract feature information from the text by 
the input text vectors and then train the model [25]. Word vectors, which can be summarized 
as one-hot vectors and distributed vectors. Distributed vectors can be represented using 
various techniques. The present study uses the skip-gram model to train distributed vectors. In 
a big data environment, distributed vectors can reflect lexical-level information compared 
with one-hot vectors. For example, the distance of words in the same category in a vector 
space would be close. 

Chinese words present a challenge because Chinese words have no space between them, 
rendering Chinese text classification more complex than other text. Accordingly, this paper 
mainly studies Chinese text classification. This study uses a classification method based on 
CNNs combined with the skip-gram model to classify long Chinese texts. CNNs have 
performed efficiently in text classification and they are better than traditional machine 
learning methods, such as linear regression classification, Bayesian classification, and 
decision tree classification, among others [23]. Compared with one-hot vectors, distributed 
word vectors can reflect the relationship between words [24]. This paper uses CNNs with the 
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skip-gram model to train distributed word vector. The performance of the classification model 
can be enhanced by combining CNNs with the skip-gram model. The experimental results 
show that the combination of CNNs and the skip-gram model can improve the accuracy of 
Chinese text classification.  

This paper is organized as follows: Section 2 introduces the word vectors and the 
development of CNNs in deep learning for text classification. It introduces the skip-gram 
model and the CNNs model in Section 3. Section 4 provides the experimental results. 
Conclusion is given in Section 5. 

2. Related Work 
Bengio et al. proposed a neural probabilistic language model in 2003 [26]. The current study is 
the first paper to propose word representation. The skip-gram model provides an effective way 
to learn high-quality distribution vector representations, which can capture a large number of 
precise syntactic and semantic relationships [24]. In addition, paper [24] also shows that good 
vector representations of millions of phrases can be learned. In the present study, distributed 
word vectors are trained using the skip-gram model. The most popular traditional 
classification techniques include Naive Bayes, support vector machines, decision trees, and 
linear regression classification. Compared with traditional classification techniques, deep 
neural networks have recently become the mainstream of classification, which is first 
manifested in image classification.  The first application of CNNs is image classification [22]. 
Krizhevsky et al. created large-scale deep neural networks and won the 2012 ImageNet 
Large-Scale Visual Recognition Challenge. The use of CNNs in NLP was first introduced by 
Yoon Kim who applied CNNs to text classification and conducted comparative experiments 
on data sets to demonstrate the effectiveness of CNNs in text classification tasks [23]. He also 
proved that CNN was highly significant for many NLP tasks. 
 

 
Fig. 1. Using the one-hot method to represent word vectors. 

 

3. Text Classification Model 

3.1 Word Representation Model 
Words cannot be typed directly into the neural networks; thus, they need to be encoded, and 
their vectors can input into the neural networks. The word vector mainly includes two 
representation techniques: the one-hot representation and the distributed representation. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 13, NO. 12, December 2019                             6083  

3.1.1 One-hot Representation 
All word vectors in the one-hot method are represented by 1 and 0. This one-hot representation 
method involves a relatively simple process. First, build a vocabulary containing V words in 
the text. The V words are fixed sequentially, and each word can be represented by a 
V-dimensional sparse vector. Then, encode the corresponding position of the word is 1, and 
other elements are 0. Traditional sparse representations denote words that can cause 
dimensional explosion when solving certain tasks (such as building a language model) [27]. 
The shortcomings of one-hot vectors have led to the emergence of distributed word vectors. 

3.1.2 Distributed Representation 
Distributed word vectors use multiple elements to represent words, and these elements can 
exist in arbitrary numbers. The dimension of the vectors can be determined beforehand. 
Generally, vectors can be 50-dimensional or 100-dimensional. The greatest advantage of 
distributed word vectors is that they can help the classification model to learn text features. 
The distances between vectors represent their relationship, helping models understand the 
relationship between words [27]. Two training methods exist for distributed word vectors. One 
is the continuous bag-of-words model, which uses the context to predict the central word; the 
other is the skip-gram model, which uses the central word to predict the context. This study 
uses the skip-gram model. 

The training process of the skip-gram model is as follows. The first step is to build word 
pairs, which is presented in Fig. 2. Word pairs are created by a combination of adjacent words. 
The word pairs indicate that words associated with the same subject will appear together. For 
instance, football and basketball must have a higher probability than football and mobile 
phones to appearing together. 

Then, the second step is to train the networks. The process of getting the word vectors is 
training the hidden layer matrix of network step-by-step [28]. The input is the first word in the 
word pairs, and the output is the second word in the word pairs. In training these networks on 
word pairs, the inputs are one-hot representations of the first words, and the training outputs 
are one-hot representations of the words. The purpose of the training is to make the input 
approach the output after passing through the hidden layer matrix. When input words are used 
to evaluate a trained network, the output vector becomes a probability distribution. Training a 
simple neural network only involves learning the weight of the hidden layer, which is the real 
objective of learning. The mapping function between the input and output is shown in formula 
(1), where Y is the output, X is the input, matrix A represents the text vectors, and 𝒇𝒇1 is the 
activation function.  

1
= ( )Y A Xf Y

                                                                   (1) 

The mapping process is provided in Fig. 3. The input and the output are both the collections of 
one-hot word vectors, and they are separated from the word pairs.  The word pairs indicate that 
the paired words in the same group appear together with a high probability, which means that 
these words are close. In order to find the needed word vector matrix, the input and the output 
are utilized.  
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Fig. 2. Setting the sliding window to one to create word pairs for the training word vector. 

 

 
Fig. 3. The hidden layer matrix in the middle is the word vector matrix needed. 

 

3.2 CNNs Model 
After the word vectors are trained, the text is directly represented as input to CNNs by the 
trained word vectors. The whole model is provided in Fig. 4. 
 

 
Fig. 4. This illustration is a model flow chart for text classification of the entire CNNs. 
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Fig. 5. (a)–(d) are the first, second, third, and fourth steps of the convolution. The convolution step is 
one. The width of the convolution kernel is equal to the dimension of the word vector. 

 
The first layer is the word embedding layer. After the word vector training is completed, the 

distributed word vector matrix is used as the input of the convolution layer. 
The second layer is the convolution layer. The text convolution varies from the image 

convolution, which operates from left to right and top to bottom [22]. The text convolution sets 
the width of the convolution kernel equal to the length of the word vector. The kernel can only 
move up and down. This movement does not separate the word vectors and can ensure that the 
complete word vector is scanned each time. The operator of convolution is described as 
formula (2). The convolution process can be seen in Fig. 5: 

  
2
( )i W X bfc = +

                                                           (2) 

where W is the convolution matrix, 𝑪𝑪𝑖𝑖 is the convolution output, X is the text vector, and 𝒇𝒇2 is 
the activation function. Only one convolutional layer is used here. In the Section 4, models 
with one convolutional layer and two convolutional layers are used for comparison. 
 

 
Fig. 6. Convolution layer, max-pooling layer, and fully connected layer with the softmax classifier of 

CNNs. 
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Different convolution kernels convolve the text matrices to obtain different feature outputs. 

The max-pooling layer simply combines the largest values from the previous one-dimensional 
feature map and combines them into a new vector because the maximum value represents the 
most important signal. Another advantage is that if the sentences have not been filled 
previously, the length of the sentences will be different, resulting in different vector 
dimensions after convolution. After max-pooling, the difference in length between sentences 
can be eliminated. 

The last layer is a fully connected layer followed by a softmax function; the max-pooling 
layer is connected to the softmax function via the fully connected layer. The softmax function 
reflects the probability distribution of the final category, and the output is the category of the 
text. 

1 2( , )=C  nc c c                                                                 (3) 
max( )=Pi C                                                                    (4) 
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where 𝑷𝑷𝑖𝑖 and 𝒚𝒚𝑖𝑖 denote the output of the max-pooling layer and the fully connected layer, 
respectively. Formula (5) denotes the operator of the softmax function, which can calculate 
probability of a text sample in order to distinguish its true category. 
 

 
 

Fig. 7. These are word vectors that trained by the skip-gram model.  
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4. Experimental Classification Results and Analysis 

4.1 Data Set 
The data set is the publicly available Sogou news corpus. It is a Chinese news corpus on the 
Internet. The corpus contains 10 categories, each containing 10,000 training news, 1,000 
validation news, and 500 test news. 
 

4.2 Distributed Representation 
 

 
Fig. 8. Parts of Fig. 7. (a) Chinese words related to investment. (b) Chinese words related to 

entertainment (These words are in the training corpus). 
 
The data set is first used to train the 128-dimensional word vectors. After training, the word 
vector is projected onto a two-dimensional coordinate system for observation. Some training 
results of word vectors are shown in Fig. 7. The word vectors in Fig. 7 are too many to be 
observed. For a more intuitive observation, Fig. 8 is extracted from Fig. 7, and the words with 
the same theme are relatively close. 
 

4.3 Comparison of the One-hot Vector and Distributed Vector with CNNs 
This section mainly compares the skip-gram model with the one-hot model. To ensure the 
rigor of the conclusion, this study separates the section into two parts. One is the case of the 
original Sogou news corpus, and the other is the case of one-fifth size of the original data. The 
original corpus contains ten categories, and each category contains over 10000 pieces of news. 
It is enough to train the proposed model using this large corpus. In contrast, the corresponding 
small corpus containing over 2000 pieces of news are tested on the same model.  
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4.3.1 The Big Data Case 
 

 
Fig. 9. Performance of one-hot model and skip-gram model on the validation set during training. 

 
 
With regard to the Sogou news corpus, the one-hot vector is combined with CNNs for training. 
The word vectors based on the skip-gram model are combined with the CNNs for training. 
Comparisons of the performance of the two methods are shown in Fig. 9 and Table 1, 
respectively. 

The selected application lists for each class and the number of applications in each class are 
shown in Table 1. 
 
 

Table 1. Performance of various models in the test set of the big data. 
 

  Precision  Recall  F1-score Support 
Skip-gram 0.97 0.97 0.97 10000 
One-hot  0.96 0.96 0.96 10000 
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Fig. 10. Confusion matrices of the two methods. (a) One-hot; (b) Skip-gram. 

 
Fig. 11. Convergence speed of the one-hot and skip-gram models on one-fifth the original size data. 

100 200 300 400 500 600 700 800
70

75

80

85

90

95

100

Iteration

Tr
ai

n 
A

cc
ur

ac
y(

%
)

 

 
one-hot representation
distributed representation



6090                                               Wenhua et al.: CNN-based Skip-Gram Method for Improving Classification Accuracy of Chinese Text 

 
The F1-score in the Table 1 is calculated as in formula (6):  
 

1 2 precision recall
precisi

F sco
on e l

re
r cal+

− = 

                                                  (6) 

The accuracy of the skip-gram model is 2–3 percentage points higher than that of the 
one-hot model on the validation set in Fig. 9, which draws a point every 100 iterations. The 
total training step is about 1600 times. The comparison of accuracy between the one-hot model 
and the skip-gram model on 1,000 test sets is presented in Table 1; on the test set, the 
skip-gram model is one percentage point higher than the model with one-hot. Each test set has 
10 categories. The aforementioned experiments prove that training the word vector with the 
skip-gram model can improve the classification accuracy of CNNs. 
 

 

 
Fig. 12. Confusion matrices of the (a) is one-hot and (b) skip-gram models. 
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4.3.2 The Small Data Case 
For rigor in the experimental conclusions, we reduced the experimental data to one-fifth of the 
original size to retrain and classify. The final experimental results are shown in Fig. 11 and 
Table 2. It draws a point per 100 steps in Fig. 11. 

 
Fig. 13. Comparison of single-layer and double-layer convolutional neural networks on the validation 
set. 

Table 2. Performance of various models in the test set of the small data 
 

  Precision  Recall  F1-score Support 
Skip-gram 0.77 0.81 0.77 1000 
One-hot  0.76 0.79 0.75 1000 

 

Confusion matrices of the proposed models on big data set and small data set are provided in 
Fig. 10 and Fig. 12, respectively. The Sogou news corpus is reduced to one-fifth of its original 
size, and the one-hot and skip-gram models are trained respectively. As determined from the 
training results, the one-hot model converges much faster than the skip-gram model, the 
convergence speed of the one-hot model is about 200 steps faster than that of the skip-gram 
model. The total step size is 800. 

Compared with the one-hot model, the skip-gram model doesn’t provide higher accuracy on 
the test set. According to Table 2, the performance of the one-hot model is superior to that of 
the skip-gram model on 1000 test sets. Because the training data set is not enough, the word 
vectors under the reduced corpus are not as good as the original corpus. Therefore, by using 
the skip-gram model to train the classifier, the accuracy is not as high as the one-hot model. 
Moreover, owing to the relatively high vector dimension of the skip-gram word, the calculated 
amount is relatively large, and the convergence speed is not as fast as the one-hot model. 

4.4. Comparison of One-layer and Two-layers CNNS 
To further improve the accuracy of classification, this study attempts to increase the 
convolutional layer of the CNNs to two layers. The one convolutional layer and two 
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convolutional layers are compared in the small-data environment. 
Comparison between the one-layer and two-layer neural networks in the Fig. 13, which 

draws a point every 100 iterations. It indicates that the performance of the latter is 10% higher 
than the former on the test set. The results are also listed in Table 3. The performance of the 
two-layer CNNs is better than that of the one-layer CNNs. 

 
Table 3. Performance of various models in the test set of the small data 

 

  Precision  Recall  F1-score Support 
One-layer 0.77 0.81 0.77 1000 

Two-layers  0.81 0.81 0.78 1000 
 

 

    
Fig. 14. Confusion matrices of the two methods.  

(a) One convolutional layer; (b) Two convolutional layers. 
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5. Conclusion 
This paper proposed a method that combined the skip-gram model with CNNs to improve 

the accuracy of text classification. In order to confirm the applicable scenario of the method, 
the data set was reduced to one-fifth of its original size for experiments. The skip-gram model 
was better than one-hot model only when the training data set was enough large. Therefore, the 
final results indicated that the performance of the skip-gram model with CNNs could be 
improved in the big data case. In the small-data case, the skip-gram model could not train good 
word vectors, so the CNNs with skip-gram model cannot improve the accuracy. Finally, this 
study added another convolutional layer of CNNs. The final experimental results indicated 
that the two-layer CNNs could indeed improve the performance of the classifier. 
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