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I. INTRODUCTION  

 Object detection is widely used for various applications. 

Recently, convolutional neural network (CNN) based 

object detection methods give high performance, which 

increases the possibility of utilization of object detection in 

many application areas such as autonomous vehicles, 

unmanned stores, and smart homes. In these applications, 

object detections in multiple sensor inputs are required. In 

order to operate in real-time, fast operation is needed 

because multiple inputs should be processed in time. 

However, the operation time of CNN based object detection 

methods is not enough to process multiple inputs in real-

time.  

  There have been many region based CNNs for object 

detection and localization. Faster R-CNN employs a region 

based CNN [1], and there are many variations of Faster R-

CNN [2, 3]. There are single stage CNNs such as SSD [4] 

and YOLO [5]. 

In object detection, there are many noise and distortion 

in input image, which results in accuracy degradation. 

When LED illumination is used for a system, there is 

invisible flicker in LED light. However, the flicker rate of 

LED affects images captured by a camera. When the flicker 

rate is similar to the frequency of line scan in camera, 

aliasing effect degrades the captured image, and the 

accuracy of image analysis deteriorates because of the 

flicker line noise. 

 In order to enhance the operation speed, region of interest 

(ROI) which is a candidate area including a target object is 

detected, and only ROI is used for an input for a detection 

network. ROI is defined by analyzing the difference 

between a current frame and a reference frame. In this paper, 

the noise effect caused by the LED flicker is removed by 

using minimum and maximum filtering. The proposed ROI 

detection method processes down-sampled image which 

reduces operation time of ROI detection.  

 This paper is organized as follows. In Section II, the 

problem that is addressed in this paper is shown, and the 

proposed method is presented. Section III concludes this 

paper. 

 

II. FAST ROI DETECTION FOR CNN-

BASED OBJECT DETECTION 

 

In order to enhance the operation speed of a CNN based 

object detection method, this paper proposes a method for 

detecting ROI. When a CNN only processes ROI instead of 
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a whole input image, the processing time will decrease 

because the resolution of an input image is reduced. To 

detect ROI, image difference between a current frame and 

a reference frame is used. In this paper, input image noise 

caused by the LED flicker is considered. This noise is a kind 

of aliasing and the position of the noise in an image is not 

fixed. Thus, the LED flicker noise is an obstacle to 

obtaining ROI by using image difference. This paper 

proposes a method for removing the noise effect. Since the 

objective of the proposed method is speed up, the operation 

speed of the proposed ROI detection method is reduced. 

The target system of this paper is the object detection in 

an unmanned store with LED light and multiple cameras. 

YOLO v3 is used for the object detection network. 

 

2.1. Difference Image and Noise Effect 

Target object in an unmanned store tends to be a moving 

object because of purchasing action. Therefore, this object 

can be included in an image area with variation of pixel 

value. In this paper, ROI that includes a target object is 

obtained by using a difference image between a current 

frame and a reference frame. The reference frame is 

obtained when there is no purchase action and no human. 

When pixel value difference between co-located pixels of a 

reference frame and a current frame is higher than a 

predefined threshold, the pixel is determined as a pixel of 

ROI. 

Most of lights including LED flickers with high 

frequency. The flicker cannot be perceived by a human, but 

it has an effect on a captured image. Figs.1 (a) and (b) show 

images with the LED flicker noise, which are horizontal 

dark lines. The position of a noise line moves frame by 

frame, so the dark line affects the difference image. Fig. 1 

(c) shows a difference image, in which horizontal noise 

lines can be included in ROI. Fig. 1 (d) shows a difference 

image with a higher threshold, in which most of pixels on a 

target object are removed but horizontal noise lines are not 

removed completely. Therefore, the LED flicker noise 

deteriorates the performance of ROI detection method by 

using difference images. 

 

2.2. Proposed ROI Detection Method 

2.2.1. Min-Max Filtering  

In order to reduce the computation time of the ROI 

detection, an input image is down-sampled. The vertical 

distance between the flicker noise lines is 7 or 8 pixels. In 

this paper, 10x10 pixels in an input image is down-sampled 

into a single pixel, so a 10x10 block includes at least one 

flicker noise line in an input image. There are two down-

sampled images, fmax and fmin. A pixel value in fmax is set 

to maximum value in a 10x10 block while that of fmin is set 

to minimum one. When the size of a block is smaller than 

the distance between noise lines, fmin and fmax images are 

affected by the flicker noise line. Recall that the flicker 

noise line moves because it is a kind of aliasing. Consider a 

case when a block includes the noise at some time and it 

does not have the noise at the other time. In this case, fmin 

and/or fmax of this block changes due to the position of the 

flicker noise line even when the image in the block does not 

change. 

 

(a)                      (b) 

 

(c)                      (d) 

Fig. 1. Enlarged images with the LED flicker noise and difference 
images with low and high thresholds; (a) a reference frame, (b) a 
current frame, (c) a difference image with a low threshold, (d) a 
difference image with a high threshold. 

 

2.2.2. Fast Generation of a Difference Image 

The difference image is obtained by comparing fmax and 

fmin of a reference frame and a current frame. The 

horizontal and vertical resolutions of the difference image 

is reduced by 10, respectively. The difference image value 

of a position (x, y) is given by (1). 

 

D(x, y) = {
1, 𝑓𝑚𝑎𝑥(𝑥, 𝑦) > 𝑇ℎ 𝑜𝑟 𝑓𝑚𝑖𝑛(𝑥, 𝑦) > 𝑇ℎ,

0, 𝑓𝑚𝑎𝑥(𝑥, 𝑦) < 𝑇ℎ 𝑎𝑛𝑑 𝑓𝑚𝑖𝑛(𝑥, 𝑦) < 𝑇ℎ.
   (1) 

 

Using fmax and fmin is less affected by the flicker noise 

compared with using average or median value. Average 

value is affected by the number of the noise line included 

in a 10x10 block. Furthermore, average and median filters 

cannot find the difference caused by the appearance of a 

target object because the pixel value of a target object can 

be filtered out. The pixel value included in the noise line is 

reduced as shown in Fig. 1. Thus, the chance is very low 

that fmax is affected by the noise. D(x, y) in (1) can be 

determined falsely only when minimum pixel value in an 

input image is included in the noise line, but the portion of 

this case is not large.  

Fig. 2 shows an example which presents difference 

images obtained by using median filter and the proposed 

filter. Figs. 2 (a) and (b) show a reference frame and a 

current frame, respectively. The yellow object in Fig. 2 (b) 
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is a target object. In this case, the yellow object and hand in 

Fig. 2 (a) are included in a difference image. Fig. 2 (c) is a 

difference image when a reference image and a current 

image are filtered by median filter with a 5x5 kernel. In this 

figure, the flicker line noise remains, and an unnecessary 

area will be included in ROI. Fig. 2 (d) shows a difference 

image obtained by using the proposed fmax and fmin. This 

figure shows that the flicker line noise is removed. The 

computation time of the median filter is 7msec while that 

of the proposed method is 5msec. Note that the resolution 

of the proposed method after fmax and fmin filtering is 

reduced by 10 in horizontal and vertical directions. 

After obtaining difference image value by using (1), an 

isolated ‘1’ that has no neighbor pixel with ‘1’ is removed 

because this small object cannot be a target object. After 

removing isolated pixels, the difference image is down-

sampled by four in horizontal and vertical directions. Fig. 3 

shows a final image in which small areas are removed.  

 

2.2.3. ROI Generation 

ROI is a candidate area that may include a target object. 

In this paper, a difference image filtered by the proposed 

method is used for generating ROI. For example, a pixel 

with ‘1’ in Fig. 3 (b) is determined to be included ROI. A 

single pixel in Fig. 3 (b) corresponds to a 40 x 40 block in 

an input image. Thus, ROI in this paper is a group of 40 x 

40 blocks.  

 

 

(a)                      (b) 

 

(c)                      (d) 

Fig. 2. Comparison of difference images obtained by using a 
median filtering and the proposed filtering; (a) a reference frame, 
(b) a current frame, (c) a difference image when median filter is 
used (flicker line noise affects a difference image), (d) a difference 
image when the proposed filter is used (the effect of flicker line 
noise is removed). 

 

 

(a)                      (b) 

Fig. 3. Final detected ROI after removing small areas in a 

difference image; (a) a difference image filtered by the proposed 

method, (b) a final image of ROI detection after a small area is 

removed. (A pixel corresponds to a 40x40 block in an original 

image.) 

 
(a)                      (b)  

Fig. 4. Pixels which have an effect on the determination of a 

threshold for c(x, y); (a) temporally neighboring pixels for c(x, y), 

(b) spatially neighboring pixels for c(x, y). 

 

2.2.4. Adaptive Threshold 

The accuracy of a ROI detection is affected by 

illumination, appearance of a target object, and background. 

In order to improve the accuracy, the threshold in (1) is 

defined adaptively. In this paper, the threshold is lowered 

when a spatial and temporal neighbor pixel is determined 

as ‘1’ in (1). The reason is that pixels of a target object are 

located contiguously and those appears in a similar location 

in consecutive frames.  

Consider a pixel of which the position is (x, y). Let c(x, 

y) denote D(x, y) in a current frame. p(x, y) represents the 

value of D(x, y) in a previous frame. Fig. 4 (a) shows 

difference values in a previous frame, which affect the 

threshold for c(x, y) in a current frame. Among these values, 

p(x, y) that is a co-located pixel for c(x, y) has the largest 

effect on the threshold for c(x, y). Fig. 4 (b) shows 

neighboring pixels which have an influence on the 

threshold for c(x, y) when pixels are processed in a raster 

scan order. 

The effect of neighboring pixels on a threshold of c(x, y) 

is estimated by using the difference image value in (1). valT 

represents the effect of temporally neighboring pixels in Fig. 

4 (a), and valS represents that of spatially neighboring pixels 

in Fig. 4 (b). Then, valTH is defined as the sum of valT and 

valS.  

 

p(x-1, y-1) p(x, y-1) p(x+1, y-1)

p(x-1, y) p(x, y) p(x+1, y)

p(x-1, y+1) p(x, y+1) p(x+1, y+1)

c(x-1, y-1) c(x, y-1) c(x+1, y-1)

c(x-1, y) c(x, y)
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𝑣𝑎𝑙𝑇 = ( ∑ 𝑝(𝑥 + 𝑚, 𝑦 + 𝑛) +
𝑚,𝑛=−1,0,1

(11 ∙ 𝑝(𝑥, 𝑦))) /4, 

 

𝑣𝑎𝑙𝑆 = ∑ 𝑐(𝑥 + 𝑘, 𝑦 − 1)
𝑘=−1,0,1

+ 𝑐(𝑥 − 1, 𝑦). 

 

The threshold in (1) is determined by using the following 

pseudo-code:  

 

if (valTH >= 4), Th = 15 

else if (valTH >= 1), Th = 30 

else Th = 50. 

 

  

(a)                      (b)  

Fig. 5. Accuracy improvement by using an adaptive threshold; (a) 

ROI obtained by using a fixed threshold, (b) ROI obtained by 

using a spatiotemporally adaptive threshold. 

 

Fig. 5 show an example of the effect of the adaptive 

threshold. In this figure, a yellow square represents ROI. 

Fig. 5 (a) shows that a target object is not included in ROI. 

In Fig. 5 (b), the threshold is lowered when a spatial and 

temporal neighbor block is determined as a ROI. In this 

figure, the target object is included in ROI. 

 

2.3. Flow of the Proposed Method 

Fig. 6 shows the operation flow of the proposed method. 

fmax and fmin of a reference frame are calculated and stored. 

Then, fmax and fmin of an input frame are calculated. A 10 

x 10 block in an input image corresponds to a pixel in fmax 

and fmin. In order to enhance the operation speed, only four 

pixels in a 10 x 10 block are investigated for determining 

the maximum and minimum values for fmax and fmin. Then, 

fmax and fmin of an input frame are compared with fmax 

and fmin of a reference frame. The difference is compared 

with an adaptive threshold. Then, a small area is removed 

by the proposed filter, and this image is used for 

determining ROI.  

Fig. 7 shows an example of the proposed method. Figs. 

7 (a) and (b) are a reference frame and an input frame, 

respectively. Fig. 7 (c) shows a difference image after 

adaptive filtering. Fig. 7 (d) represents the final image in 

which a pixel corresponds to a 40 x 40 block of ROI in an 

input image. 

 

III. PERFORMANCE EVALUATION 

 

Fig. 6. Operation flow of the proposed method. 

 

 

  
(a)                      (b) 

  
(c)                      (d) 

Fig. 7. An example of the proposed ROI detection method; (a) a 

reference image (640 x 360), (b) a current image, (c) a difference 

image with an adaptive threshold (64 x 36), (d) a final image (16 

x 9) 

 

Table 1. Accuracy of the proposed ROI detection. 

The number of 

frames 

The number of 

target objects 

The number of 

true detections 

1,989 1,261 1,167 

 

The accuracy and operation speed of the proposed 

method are evaluated. In the experiments, CPU is i7-3930K 

and 32G RAM is used. A video sequence with 1,989 frames 

is generated. When a target object is included in ROI, the 

detection is determined as true detection. Table 1 shows the 

experimental results. In the test sequence, a target object 

Reference image Current image

fmin
(1/10, 1/10)

fmax
(1/10, 1/10)

fmin
(1/10, 1/10)

fmax
(1/10, 1/10)

-
-

Adaptive threshold
(spatiotemporal information)

Filtering

(1/4, 1/4)

ROI detection
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appears in 1,261 frames, and the number of true detections 

is 1,167. In this paper, true detection means that a target 

object is included in the detected ROI. The detection 

accuracy is defined as the ratio of the number of true 

detections to that of target objects in the test sequence. The 

detection accuracy of the proposed method is 92.5%. 

The operation speed is evaluated with 640 x 360 images. 

When a difference image is obtained by subtracting each 

pixel value simply and thresholding is performed, it takes 

3.153msec for a frame. The operation time for a frame in 

the proposed method is 0.388msec. In the proposed method, 

only 1/16 pixels in an input image are used for fmax and 

fmin filtering. The accuracy of the proposed method is 92.5% 

even when there is the flicker line noise. Recall that the 

flicker noise cannot be removed by a median filter as shown 

in Fig. 2. 

 

Table 2. Comparison of the operation speed. 

Method 
Operation time 

(msec/frame) 

Simple difference image 3.153 

The proposed method 0.388 

 

The proposed method is used for generating ROI input 

for YOLO v3 [6]. When the performance of this work is 

compared with that of the original YOLO v3 without ROI 

detection, the operation speed is improved by 3.29 times 

while the accuracy degradation is 2.81%. 

 

III. CONCLUSION 

 

  The operation speed of a CNN based object detection 

method is important in many application area. This paper 

proposes a method for detecting ROI that includes a target 

object. The size of an input image can be reduced by using 

ROI, which can improve the operation speed of a CNN. In 

this paper, a flicker line noise that is a kind of aliasing 

between camera and LED light is considered. A simple 

method that uses maximum and minimum values addresses 

the flicker line noise. The operation speed of the proposed 

method is very fast by using data sampling. Experimental 

results show that the ROI detection accuracy is 92.5% while 

the operation time for a frame with a resolution of 640 x 

360 is 0.388msec. 
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