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Abstract

The emergence of new IT technologies and convergence industries, such as artificial intelligence, bigdata 

and the Internet of Things, is another chance for South Korea, which has established itself as one of the world’s 

top IT powerhouses. On the other hand, however, privacy concerns that may arise in the process of using such 

technologies raise the task of harmonizing the development of new industries and the protection of personal 

information at the same time. In response, the government clearly presented the criteria for deidentifiable 

measures of personal information and the scope of use of deidentifiable information needed to ensure that 

bigdata can be safely utilized within the framework of the current Personal Information Protection Act. It 

strives to promote corporate investment and industrial development by removing them and to ensure that the 

protection of the people’s personal information and human rights is not neglected. This study discusses the 

strategy of deidentifying personal information protection based on the analysis of fake news. Using the 

strategies derived from this study, it is assumed that deidentification information that is appropriate for 

deidentification measures is not personal information and can therefore be used for analysis of big data. By 

doing so, deidentification information can be safely utilized and managed through administrative and technical 

safeguards to prevent re-identification, considering the possibility of re-identification due to technology 

development and data growth.
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1. Introduction

Major advanced countries such as the U.S. and the U.K. are pushing policies to revitalize the data industry 

as demand for data use is surging due to the development of IT convergence technologies such as bigdata 

and IoT. In response, specific strategies on the criteria, procedures and methods of deidentification measures 

needed to utilize bigdata [1-11] are needed. In addition, opening up public information, sharing it to 
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transparent and efficient government operations, and utilizing bigdata is becoming an essential means of 

implementing scientific policies and providing customized services. In particular, the value of data is 

increasing in the creation of new services through bigdata analysis and IoT technology and the revitalization 

of new industries. However, social calls continue to be made to strengthen privacy policies as personal 

information leakage incidents, both large and small, continue. With the development of new industries and 

technologies that require diverse data utilization, the risk of personal information infringement is also on the 

rise. Major advanced countries such as the U.S. and the U.K. are pursuing policies to revitalize the data 

industry while minimizing the possibility of personal information breaches. Specific strategies are needed to 

ensure that deidentified information can be used in the industry while safeguards are in place to prevent 

invasion of privacy. This study aims to design strategies for deidentification to protect personal information 

by analyzing fake news.

2. Related Works

We look at the concepts of personal information and deidentification that are mainly used in this study.

2.1 Personal Information

If personal information can be identified by combining information that is not identified in itself with 

other information, it is regarded as personal information and restricted from its use. Such an attitude can 

cause inconvenience to the bigdata industry and others, but it is difficult to make decisions in a way that 

would make it easier for individuals to make self-determination for the industry. Personal information is a 

concept that contains a variety of information about an individual. It can be a name, it can be a food 

preference, it can be a job. It’s all personal information about which websites you use frequently and which 

reason you like. Individual biometric information for iris recognition or fingerprint recognition is also 

personal information. It is distinct from this general public perception to see how far one should view 

personal information from a legal perspective. In Korea, where laws on the protection of personal 

information vary, the meaning of personal information prescribed by individual laws can be interpreted 

differently, but in one legal system, the concept of personal information should be interpreted the same. The 

Information and Communication Network Act stipulates that ‘personal information’ is information about a 

surviving individual, including information such as code, text, voice, sound, and video information that can 

identify the individual by name, resident registration number, etc. (If the information in question is easily 

combined with other information even if it is not possible to recognize a particular individual, the 

information is included). Personal information includes information that can be easily combined with other 

information that can identify a particular person with that information alone. However, not all other 

information that can be combined with that information should be held by the same person. On the other 

hand, it refers to the fact that information and other information can be easily combined to identify a 

particular individual, regardless of whether it is easy to obtain or difficult to obtain, rather than meaning to 

obtain other information easily. The progress of today’s information services has led to information that 

previously could not be easily combined to serve as an identifiable individual. Therefore, it is objectively 

obvious that even mechanical information has been given to a particular individual, and it is reasonable to 

view it as personal information if it is likely that an individual will be identified through such information.  

The Korea Communications Commission said on Jan. 27, 2016, that it will allow anonymous personal 

information to be freely used to revitalize key IT industry sectors such as big data, the Internet of Things and 

the cloud. It is said that the Act will stipulate the basis of deidentification and anonymity measures so that 
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individuals can freely use the information, and provide specific criteria to prevent such information from 

being re-identified and used. It is said that if the government wants to use personal information and 

information about use anonymously and anonymously, it will introduce an “opt-out” method to enable its 

useable. Despite such industrial needs, privacy aspects should not be taken lightly in light of the potential 

infringement of the bigdata industry’s self-determination. A privacy model is known as a way of thinking 

that values privacy over the use of personal information. When designing legislation for personal information, 

we should not forget this view, either. If information that is not identified in itself can be identified in 

combination with other information, it is regarded as personal information and restricted from its use. Such 

an attitude can inconvenience industrialization such as the bigdata industry, but it is difficult to make 

decisions in a way that makes individuals’ self-determination easier to sacrifice for the industry. Balance, 

that is a task we must constantly pursue, even if it is inconvenient.

2.2 Deidentification

A set of processes or methods that transform part or all of personal information so that a particular 

individual cannot be identified. Personal identification elements include identifiers that can identify a 

particular individual directly in themselves, such as name, address, social security number, date of birth,

phone number, email address, medical record number, etc., and quasi-identifier that can be identified in 

combination with other information such as age, gender, residence area, nationality, homepage URL, etc. An 

alias treatment that replaces the identification elements with other values; total processing that shows only 

the aggregate value of the data and does not show the individual identification elements; data that erases 

some identification elements; categorization that hides the exact value of the data and converts it into 

category values; and data masking that prevents the critical identifier from being seen. Deidentified personal 

information is subject to strict management as it can be re-identified during the process of collecting and 

analyzing bigdata such as Web, SNS and medical records. Anonymous is used in terms similar to 

deidentification, which means that personal information is no longer identifiable. The ISO/IEC 20889 

standard defines ‘the process of deidentification’ as ‘the process of removing links between the information 

subject and the set of identification attributes’ and ‘the method of transforming a data set with the aim of 

reducing the degree of information being linked to a personal information subject’.

3. Designing Deidentifiable Action Steps

This step presents the criteria for actions that must be followed by operators or others who intend to use or 

provide personal information through deidentifiable measures. If personal information is collected and used 

in accordance with the relevant statutes, such as the Statistics Act, it shall be handled according to the 

relevant statutes. The following are step-by-step actions: (1) Pre-Review, (2) Deidentification Measures, (3) 

Adequacy Assessment, and (4) Post Management.

3.1 Pre-Review

After reviewing whether personal information is applicable, use it freely without legal regulations if it is 

evident that it is not personal information. Businesses that want to process information for analysis of bigdata 

will make a judgment based on the criteria below regarding whether the information is personal information. 

If it is clear that such information does not correspond to personal information, it can be used for analysis of 

bigdata without any action. Separate measures are taken if it is deemed to be in personal information. In 

principle, identifiers included in the information collection should be deleted.
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3.2 Deidentification Measures

To prevent individuals from being recognized by using methods such as deleting or replacing all or part of 

an individual’s identifiable elements in the information collection (data set). An ‘identifier’ is a value or 

name that is uniquely assigned to an individual or an object related to an individual. However, identifiers that 

are essential for data use should be utilized after deidentification measures. In principle, attributes included 

in the information collection are deleted if they are not relevant to the purpose of data use. A ‘property’ is an 

individual-related information that, when easily combined with other information, can recognize a particular 

individual. If there is an identification element among the attributes related to the purpose of data use, an 

identification measure shall be taken using a technique such as alias processing and total processing. 

Attributes such as rare diseases and rare experiences are highly likely to be personally identifiable depending 

on the specific circumstances, requiring strict deidentification measures. Several techniques are used 

independently or in combination, such as alias processing, total processing, data deletion, data categorization, 

and data masking. If only ‘assigned-in’ technology is used alone, it is difficult to say that it is a sufficient 

deidentification measure. Each technique has a variety of detailed technologies that can be implemented, and 

appropriate techniques or detailed technologies are selected and utilized by considering the purpose of data 

use and the advantages and disadvantages of each technique. Once the deidentification measures are 

completed, the next step of action is required.

3.3 Adequacy Assessment

The ‘Performance Group for Deidentifiable Action Assessments’ evaluates whether individuals can be 

identified easily by combining them with other information. There is a concern that individuals may be 

identified through combinations of information, such as public information, and various reasoning 

techniques, if deidentification measures are not sufficient. A ‘Assessment Group on the adequacy of 

deidentification measures’ participated by external experts under the responsibility of the personal 

information protection manager shall be organized to carry out a rigorous assessment of the possibility of 

personal identification. The k-anonymity among privacy protection models is utilized for adequacy 

evaluation. k-anonymity is the minimal means of evaluation, and additional evaluation models (l-diversity, 

t-proximity) are utilized, if necessary.

The adequacy test procedure is carried out as follows. (1) Preparation of basic data: The personal 

information processor prepares basic data such as the data specifications, status of deidentification measures, 

and the level of management by the use agency. (2) Company of assessment group: The assessment team 

consists of three or more persons in charge of personal information protection. (3) (Perform assessment: The 

assessment team evaluates the adequacy of the level of deidentification measures using the basic data 

prepared by the personal information processor and the k-anonymous model. (4) Additional deidentification 

measures: If the assessment results are ‘unacceptable’, the personal information processor carries out 

additional deidentification measures by reflecting the opinions of the survey team. (5) Using data: If 

deidentification measures are assessed as appropriate, they are allowed to be used or provided for analysis of 

big data.

3.4 Post Management

The medical institution carries out necessary measures to prevent re-identification in the course of the 

utilization of deidentification information, such as safety measures for deidentification and monitoring of the 
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possibility of re-identification.

Essential safeguards should be implemented, as deidentified information is likely to be identified in 

combination with other information when leaked. Protection measures are divided into management and 

technical safeguards. Managed safeguards provide actions such as designation of management personnel for 

deidentification information files, prohibition of sharing information related to deidentification measures, 

and destruction of the purpose of use. Technical safeguards provide measures such as control of access to 

deidentifiable information files, control of access records, and installation and operation of security programs.

In case of deidentification information leakage, management and technical protection measures are carried 

out to analyze the cause of leakage and prevent further leakage. The leaked deidentification information is 

retrieved and destroyed.

On the other hand, operators who use deidentifiable information or want to provide it to third parties 

should be regularly monitored for possible re-identification of such information. Additional deidentification 

measures shall be taken if the monitoring results correspond to any of the following check items. If the 

person in charge of providing or delegating deidentification information finds the possibility of a 

re-identification, he shall immediately notify the person in charge of processing the information, demand that 

the information be discontinued, and retrieve and destroy the information.

In the event of deidentified information being provided to third parties or processed and entrusted, the 

contract shall include information on risk management for re-identification. (1) Prohibition of 

re-identification: Any operator who has received or has been entrusted with deidentification information 

shall be prohibited from attempting to re-identify through combination with other information and other 

information. (2) Restriction of re-offering or re-commissioning: Any person who provides deidentifiable 

information or consigns to be processed shall have a range for re-offering or re-commissioning. (3) Notifying 

in the event of a risk of a re-identification: In the event of a situation in which the re-identification or 

probability of a re-identification is increased, the obligation to stop processing the data and to notify it shall 

be specified.

If the deidentified information is reidentified, the necessary measures should be taken to stop processing 

the information and prevent the leakage of such personal information. The recidivism information shall be 

destroyed immediately, but the deidentifiable action procedure shall be re-examined in order to utilize the 

information again.

4. Data Governance for Deidentification

A support system is needed to safely utilize personal information through deidentification measures. It 

should help small businesses and startups utilize bigdata through consulting and specialized training required 

for deidentification measures such as support for assessment of the adequacy of deidentification measures 

carried out by personal information processors. It should actively respond to the risks of re-identification due 

to the emergence of artificial intelligence [12-15] and new combined technologies.

The specialized institutions for each sector shall be operated by the relevant departments designated and 

publicly announced. When combining information collections held by different operators for use in bigdata 

analytics, the identifiers assigned to each individual should be used as matching kits. In this case, using the 

identifiers themselves to match the identity of the informant may violate the current law. Therefore, for 

information collection to be combined and analyzed, the matching key function is temporarily performed 
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only in the process of coupling. It is necessary to use ‘temporary substitute’ keys. Even when a temporary 

replacement key is allowed to be used, a support and management system is needed, such as to require a 

combination to be made only by a specialized agency (a third-party public institution) to prevent the 

possibility of personal information infringement through reckless combination.

5. Conclusions

In carrying out data analysis for fake news judgment, we studied strategies for personal information 

deidentification. It is pushing for policies to revitalize the data industry as demand for data use has surged 

due to the development of IT convergence technologies such as bigdata and IoT. In response, specific 

strategies for the criteria, procedures and methods of deidentification necessary to utilize bigdata will seek to 

establish a safe base for the use of bigdata and strengthen the protection of personal information. Personal 

information for reading fake news not only applies to text data [16-23] but also to relational databases. For 

systematic, deidentifiable measures of personal information, research on systematic action laws and the 

establishment of action institutions is imperative. In addition, specific algorithms for deidentification and 

re-identification of personal information and research on step-by-step measures are also needed. In the future 

studies, there should be some empirical evidence to support the analysis of the contents.
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