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Effectiveness of Normalization Pre-Processing of Big Data
to the Machine Learning Performance
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ABSTRACT

Recently, the massive growth in the scale of data has been observed as a major issue in the Big Data. Furthermore, the Big
Data should be preprocessed for normalization to get a high performance of the Machine learning since the Big Data is also an
input of Machine Leamning. The performance varies by many factors such as the scope of the columns in a Big Data or the
methods of normalization preprocessing. In this paper, the various types of normalization preprocessing methods and the scopes of
the Big Data columns will be applied to the SVM(: Support Vector Machine) as a Machine Learning method to get the efficient
environment for the normalization preprocessing. The Machine Learning experiment has been programmed in Python and the
Jupyter Notebook.
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| . Introduction computational cost of these networks also increases

significantly. For example, the very deep VGG

The accuracy of convolutional neural networks  models, which have witnessed great success in a
(CNNs) has been continuously improving, but the  wide range of recognition tasks are substantially
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slower than earlier models. Real world systems
may suffer from the low speed of these networks.
A loud service needs to process thousands of new
requests per seconds. Portable devices such as
phones and tablets may not afford slow models and
semantic segmentation need to apply these models
on many higher resolution images. It is very
important to accelerate test-time performance of
CNNsl[1].

Machine learning has made possible the concept
of self-driving cars, automatic intelligent web
search, user based speech recognition software,
personalized marketing and so on. So the world
wide research is underway in many universities,
companies and research facilities. The researches
are related to the supervised and unsupervised
learning methods as well as the field of the deep
learning. Some methods classifies network of given
patterns is a form of learning from observation.
Such observation can define a new class or assign
a new class to an existing class. This classification
facilitates new theories and knowledge that is
embedded in the input patterns. Learning behavior
of the

classification

neural network model enhances the
The

unsupervised and investigated its properties in the

properties. supervised and

classification of post graduate students according to

their performance during the admission period[2].
Introduction  of

cognitive reasoning into a

conventional computer can solve problems by
mapping like  pattern  recognition,
and forecasting. Artificial Neural

Networks provides these types of models. These

example
classification

are essentially mathematical models describing a
function. ANN is characterized by three types of
parameters such as interconnection property as feed
forward network and recurrent network. And the
application function as a classification model.
Finally, a

unsupervised, and the reinforcement methods[3-4].

learning rule such as supervised,

In this paper, the various known types of the
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normalization preprocessing methods and the
importance of the scope or selection of the columns
in the Big Data will be elaborated in the section II.
Then the Machine Learning algorithm such as
SVM and the impact of a various normalization
methods for enhancing the performance of the
specific Machine Learning will be explained in the
section III. Then in the section IV, the result of the
training will be compared and analyzed for the
more efficient normalization methods. Finally, the
conclusion is made in section V.

II. Normalization Methods

Normalization is a preprocessing method. First of
all, the preprocessing is not only a technique that
is used to convert the raw data into a clean data
set, but also enhancing the performance of the
Machine Learning. In other words, whenever the
data is gathered from different sources it is
collected in raw format which is not feasible for
the analysis and the Machine Learning.

There are several well-known normalization
methods such as Simple Feature Scaling, Min-Max,
Z-score and so on. Firstly, the Simple Feature
Scaling method is typically done via the following
equation (1):

Xold
Xnorm = : (1)
Xmax

In the Min-Max method, the data is scaled to a
fixed range, usually O to 1, the cost of having this
bounded range is that it will end up with smaller
standard deviations. A Min-Max scaling equation
is as following equation (2):

X(){ - X i
Xnomn = “ o ~(2)
) ' Xmax_ Xmin

The result of the Z-score normalization is that
the features will be rescaled so that they will be
the properties of a standard normal distribution
with

pn=0 and o0=1
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where p is the mean and o is the standard
deviation from the mean. The standard scores of
the samples are calculated as following equation (3):
z= X -+(3)
o
The three normalization methods were applied to
the SVM for the performance comparison and the
result did not varies too much with this dataset, so
the Min-Max normalization method is used in this

paper.

lll. Selecting Columns for Normalization

3.1 Support Vector Machine(SVM)

The Support Vector Machine(SVM) is a
discriminative classifier formally defined by a
separating hyperplane. In other words, given
labeled training data as a supervised learning, the
algorithm outputs an optimal hyperplane which
categorizes new examples.

The related

decomposition method can be used as a learning

study on a deep learning, a
method shown in Fig. 1. a filter is used for
responding at a pixel of a layer approximately lies
on a low-rank subspace. A resulting low-rank
decomposition reduces time complexity. To find the
approximate low-rank subspace, it minimizes the
reconstruction error of the responses.

Machine Learning methods requires the fine
tuning of the parameters and also feasible number
of the data best
performance of the learning algorithm is important
in the real world And also for a particular data
set does not guarantee the precision and accuracy

set. Therefore, choosing the

for another set of data whose attributes are
logically different from the other[4].

(a)

(b) L

¢ channels

d’ channels

d channels

Fig. 1 llustration of the decomposition. (a) An

original layer with complexity O(dk2c). (b) An

approximated layer with complexity reduced to
O(d0k2c) + O(dd0) [1]

3.2 Selection of Columns in Big Data

A series of a distribution of Certain data could
affects the performance of a machine learning.
Most of the Big data as an input of a machine
learning is a table consists of rows and columns.
Mostly, the data in a column is in certain range
and it i1s commonly different from others. In order
to normalize the column data, we have to figure
out the patters or scopes of the data. Therefore,
the selection of the column(s) is very important.

The machine learning is to distinguish classes of
the input data in order to predict an accurate
result. The related study, for instance, the presence
of full knowledge of the underlying probabilities,
the Bayes decision theory gives optimal error
rates[5-7].

The best performance is decided by not only the
also the time of the

recognition ratio but

simulation. However, the key question when
dealing with ML classification is not whether a
learning algorithm is superior to others, but under
which

significantly

conditions a particular method can

outperform others on a given
application problem. Meta learning is moving in
this direction, trying to find functions that map
data sets to algorithm performance. After a better

understanding of the strengths and limitations of
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each method, the possibility of integrating two or
more algorithms together to solve a problem should
be investigated. The objective is to utilize the
strengths of one method to complement the
weaknesses of another. If we are only interested in
the best possible classification accuracy, it might
be difficult or impossible to find a single classifier
that performs as well as a good ensemble of
classifiers[4-5].

Unlike the unsupervised learning, the supervised
learning is a method by which you can use labeled
training data to train a function that can be
The

indicate when the

generalized for new examples. training
involves a critic that can
function is correct or not. There are various kinds
of the methods are exist, such as the decision tree
classifier, KNeighbors classifier, and the support

vector machine(SVM) and so on[8-10].

IV. Result and Analysis

To train and to predict with the normalized data,
the fit(), predict(), and closest() methods supported
in Scikit-Learn are used. The Table 1 shows the
utilities used in the program.

Table 1. Scikit-learn utilities used in training

from sklearn import datasets

from sklearn.datasets import load_wine

from sklearn.model_selection import
train_test_split

from sklearn.metrics import accuracy_score

Four columns(0, 3, 9, 12) in the Wine dataset are
selected to be normalized after calculating the
standard deviation of each columns in Table 2. The
columns are selected by the standard deviation
value for the training in SVM. The columns are
selected by the level of the standard deviation. The
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original raw data of the columns in the Wine data
are shown in Fig. 2 below.
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No. of Data

Fig. 2 Result of the normalization(0, 3, 9, 12)

The data in the column 12(Col. 12) are
exceedingly high compare to the others. However,
12 is the
Min-Max
result as

after the normalization process, the Col.
In this case, the
normalization method is used for the
shown in Fig. 3. The result of the
programmed in Python.

lowest among all.

graph is

E & B ® 8

[
L

Wine Data[Cel. 0, 3, 9, 12]

0 5 50 75 100 135 150 175

No. of Data

Fig. 3 Result of the normalization(0, 3, 9, 12)

We can see that the Col. 12 has shrank the
most. Finally, the standard deviations and the
training accuracies of the selected columns are

shown in Table 2.
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Table 2. Std. Dev. and accuracy result of columns

th Standard Prediction
n Column .
Deviation Accuracy (%)
0.8 70
33 78
2.3 74
12 314 A

According to the Table 2 and the Fig. 4, there is
a relation between standard deviation of columns
and the prediction accuracy.

BN Norm. Accur.
UnNorm. Accur

5 3 3

Prediction Accuracy

[~
o

Col.0 Col.3 Col.9 ol 12
Selected Column

Fig. 4 Enhancement by the normalization

The higher the standard deviation, the higher the
prediction accuracy. If all the columns are to be
preprocessed, the result should be the best of all,
however it takes great amount of expanse with the
Big data then we need to select the most efficient
column(s) what we deal with.

V. Conclusion

A series of a distribution of Certain data could
affects the performance of a machine learning. The
standard deviation could be a clue of an efficient
performance. So I have calculate all the columns of
the dataset to select a significant column to
normalize. The four columns are selected to be
normalized for comparing the prediction accuracy.
The result showed that the higher the standard

deviation, the higher the prediction accuracy. The
normalization of the column 12 in Wine dataset
affects the most of all since it has the highest
standard deviation. The normalization for the deep
learning using the Tensorflow will be the next
study.

Reference

[1] X Zhang, ]. Zou, K He,
Accelerating

and J. Sun,”

very  deep  convolutional
networks for classification and detection,”
IEEE Trans. Pattern Analysis and Machine
Intelligence, vol. 38, 2015, pp. 1943-1955.

[2] R Sathya; and A. Annamma, “Comparison of
Supervised and  Unsupervised Learning
Algorithms for Pattern Classification,” IJARAL
vol. 2, no. 2, 2013, pp.34-38.

[8] R Sathya and A. Abraham,

Control Paradigm for Performance Evaluation,”

“Unsupervised

International Journal of Computer Application, vol.
44, no. 20, 2012, pp. 27-31.

[4] X. C Yin, X. Yin, K. Huang, and H. W. Hao,
“Robust text detection in natural scene images,”
IEEE  Trans. Pattern Analysis and  Machine
Intelligence, vol. 36, no. 5, 2014, pp. 970-983.

[5] N. Kim and Y. Bae, “Status Diagnosis of Pump
and Motor Applying K-Nearest Neighbors,” J. of
the Korea Institute of Electronic Communication
Science, vol. 13, no. 6, 2018, pp. 1249-1255.

[6] J. M. Keller, M. R. Gray, and ]. A. Givens, “A
Fuzzy K-Nearest Neighbor Algorithm,” IEEE
Trans. Systems, Man, and Cybernetics, vol. 15, no.
4, 1985, pp. 581-585.

[71 S. Bang, “Implementation of Image based Fire
Detection System Using Convolution Neural
Network,” J. of the Korea Institute of Electronic
Communication Science, vol. 12, no. 2, 2017, pp.
331-336.

[8] Y. Kim, S. Park, and D. Kim, “Research on
Robust ~ Face Lighting

Recognition  against

551



JKIECS, vol. 14, no. 03, 547-552, 2019

Variation using CNN,” J. of the Korea Institute of
Electronic Communication Science, vol. 12, no. 2,
2017, pp. 325-330.

[9] C Jung, R Jang, D. Nyang and K Lee “A
Study of User Behavior Recognition-Based PIN
Entry Using Machine Learning Technique,”
Korea  Information — Processing ~ Society  review,
computer and communication systems, vol. 7, no. 5,
2018, pp. 127-136.

[10] G. Lee, H- Ha, H Hong, and H. Kim
“Exploratory Research on Automating the
Analysis of Scientific ~Argumentation Using
Machine Learning,” J. of the Korean Association
for Science Education, vol. 38, no. 2, 2018, pp.
219-234.

MR 274

Z=&E2(Jun-Mo Jo)
9910 ofol Lol A
ezt 54 e

1995 Z%elsta ejstel el
%’—ﬂi} &oé (E_%LM *]—)

sta sl AFE e 2H4E@E

ER)
19981~ A et At e
# Aok ¢ o] FEAl, ISl AlE Al

1o

552





