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Performance Comparison Analysis of Al Supervised Learning Methods
of Tensorflow and Scikit-Learn in the Writing Digit Data
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ABSTRACT

The advent of the AI(: Artificial Intelligence) has applied to many industrial and general applications have havingact
on our lives these days. Various types of machine learning methods are supported in this field. The supervised learning
method of the machine learning has features and targets as an input in the learning process. There are many
supervised learning methods as well and their performance varies depends on the characteristics and states of the big
data type as an input data. Therefore, in this paper, in order to compare the performance of the various supervised
learning method with a specific big data set, the supervised learning methods supported in the Tensorflow and the
Sckit-Learn are simulated and analyzed in the Jupyter Notebook environment with python.
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| . Introduction Recently, in Korea, the field of the smart factory

using artificial intelligence is emerging to make the

Machine learning is a modern science to work  efficiency of producing merchandise with fault
without being explicitly programmed by human. tolerant system since the decrease of the
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population[1].

Machine learning has made possible the concept
of self-driving cars, automatic intelligent web
search, user based speech recognition software,
personalized marketing and so on. So the world
wide research is underway in many universities,
companies and research facilities. The researches
are related to the supervised and unsupervised
learning methods as well as the field of the deep
learning. Some methods classifies network of given
patterns is a form of learning from observation.
Such observation can define a new class or assign
a new class to an existing class. This classification
facilitates new theories and knowledge that is
embedded in the input patterns. Learning behavior
of the

classification

neural network model enhances the
The

unsupervised and investigated its properties in the

properties. supervised and
classification of post graduate students according to
their performance during the admission period[2].

reasoning into a

Introduction of cognitive

conventional computer can solve problems by
mapping like  pattern  recognition,
and forecasting. Artificial Neural

Networks provides these types of models. These

example
classification

are essentially mathematical models describing a
function. ANN is characterized by three types of
parameters such as interconnection property as feed
forward network and recurrent network. And the
application function as a classification model.

Finally, a learning rule such as supervised,
unsupervised, and the reinforcement methods[3-4].
In this paper, the various supervised learning
methods will be introduced and described in section
II. In the section III, the data set to simulate in the
supervised learning methods introduced in section II
will be explained and prepared. Then, in the section
IV, the simulation of the result will be explained
and verified for the best performance among the
learning methods. Finally, the conclusion is made in

section V.
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I1. Supervised Learning Methods

Classification is an important in the machine
language field to distinguish classes of the input
data in order to predict accurate result. In the
presence of full knowledge of the underlying
probabilities, Bayes decision theory gives optimal
error rates[3-4]

Logistic regression is targeted at classification
problems with binary or categorical response. Let
be the feature vector, corresponding to the base
similarity measures.

It employs soft computation to update weights in
a planar field of neurons. In other words, a neuron
that wins the competition tends to excite the
neurons called cooperating neurons in its immediate
neighborhood, the h;, more than those far away
from it. The lateral distance between the winning
neuron and the excited neuron tends to increase
with the neighborhood decaying to zero. In addition,
the size of topological neighborhood which is
centered around winning neuron shrinks with time.
Weight updates the w take place in a cluster of
neurons in the neighborhood of the winner as

the following equation[3-5].
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Fig. 1 Architecture of KSOM controller[3]

Machine Learning methods requires the fine
tuning of the parameters and also feasible number
of the data set. Therefore,
performance of the learning algorithm is important

choosing the best
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in the real world. The best performance is decided
by not only the recognition ratio but also the time
of the simulation. And also for a particular data set
does not guarantee the precision and accuracy for
another set of data whose attributes are logically
different from the other. However, the key question
when dealing with ML classification is not whether
a learning algorithm is superior to others, but
under which conditions a particular method can

significantly —outperform others on a given
application problem. Meta learning is moving in
this direction, trying to find functions that map
data sets to algorithm performance. After a better
understanding of the strengths and limitations of
each method, the possibility of integrating two or
more algorithms together to solve a problem should
be investigated. The objective is to utilize the
strengths of one method to complement the
weaknesses of another. If we are only interested in
the best possible classification accuracy, it might
be difficult or impossible to find a single classifier
that performs as well as a good ensemble of
classifiers[4-5].

Unlike the unsupervised learning, the supervised
learning is a method by which you can use labeled
training data to train a function that can be
The

indicate when the

generalized for new examples. training
involves a critic that can
function is correct or not. There are various kinds
of the methods are exist, such as the decision tree
classifier, KNeighbors classifier, and the support

vector machine(SVM) and so on[6-8].

[ll. Training of Hand Written Digit Dataset

3.1 Hand Written Digit Dataset

Handwritten character recognition is one of the
important issues in pattern recognition area. The
in postal mail

digit recognition field includes

sorting, bank check processing, form data entry

and so on. The heart of the problem lies within
the ability to develop an efficient algorithm that
can recognize hand written digits and which is
submitted by users by the way of a scanner,
tablet, and other digital devices[9-11].

The MNIST( Modified National Institute of
Standards and Technology) database is a large
database of handwritten digits that is commonly
used for training various image processing systems
shown as Fig. 2.
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Fig. 2 Example of the handwritten digit data

The database is also widely used for training
and testing in the field of machine learning. It was
created by "re-mixing” the samples from NIST's
original datasets. We can download the dataset and
the data is shown as the Table 1.

Table 1. Contents of the dataset

. No. of
Name of the Files Contents
Data
train-images-idx3-ubyte.gz Learning Image
‘111-1 Imag 5‘ vie.g Fg ag 6000071
train-labels-idx1-ubyte.gz Learning Label
t10k-1i s-idx3-ubyte. Test Ima
1mages '1 ubyte.gz es ge 1000074
t10k-labels-idx1-ubyte.gz Test Label

3.2 Machine Learning with the Dataset

There are several machine learning algorithms
supported  from  the Tensorflow and the
Scikit-Learn. The following selected methods will
be wused for training and their
with  the dataset
the DecisionTree Classifier,

comparing
performance hand written

explained earlier -
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KNeighbors
Classifier, and the Support Vector Machine.

classifier, the FEuclidean Distance

The Decision Tree Classifier is a non-parametric
supervised learning method used for classification
and regression. The goal is to create a model that
predicts the value of a target variable by learning

simple decision rules inferred from the data

features.
The  KNeighbors  classifier is  provides
functionality for unsupervised and supervised

neighbors based learning methods. Unsupervised
nearest neighbors is the foundation of many other
neighbors-based

learning methods.  Supervised

learning comes in two flavors which are the
classification for data with discrete labels, and the
regression for data with continuous labels.

The

"ordinary” straight line distance between two points

Euclidean Distance Classifier uses the

in Euclidean space to classify the training data and
categorizes the classes of the input data.

The Support Vector Machine is a discriminative
classifier formally defined by a separating
hyperplane. In other words, given labeled training
the algorithm

outputs an optimal hyperplane which categorizes

data as a supervised learning,
new examples.
These training methods will be applied to the

hand written dataset from MNIST.

IV. Training Result and Analysis

Fach training methods of the supervised learning
shown previous chapter are applied to the hand
written dataset for the training and comparing the
performance of each methods.

For instance, in order to do the training of the
Fuclidean Distance Classifier, a class for a fit(),
predict(), and closest() methods are programmed
and tested with the dataset. The performance of
many training methods with the different quantity
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of the data could be different. So, there will be
three types of experiment such as very small data,
small data, These three
categories will be applied to each of the training

and very big data.

methods explained above. For instance, the Table 1
shows the Euclidean distance method programmed
in python. There are three methods for training the
mput data.

Table 1. Euclidean distance method

from scipy.spatial import distance
def euc(ab) :

return distance.euclidean(a, b)
class eucKNN():

def fit(self, X_train, y_train):

def predict(self, X_test):

def closest(self, row):

The result of the training is shown in Table 2.
The ‘Tree’ is the DecisionTree Classifier, the
‘Kneighbor’ is the KNeighbors classifier, ‘Fuc’ is
the Euclidean Distance Classifier, and the ‘SVM’ is
the Support Vector Machine.

Table 2. Result of the training methods

Very Small Small Data Big Data
Data
Tree 041 0.62 0.834
Kneighbor 0.57 0.83 0.95
Euc 0.68 0.86 094
SVM 0.72 0.88 097

The training result in graph is shown as Fig. 3
below. The graph is programmed in Python, and
the x-axis shows the list of the training methods.

The quantity of the input data to train are as
follows. The ‘Very Small Data’ is selected for 100
samples, the ‘Small Data’ used for 1000, finally, the
‘Big Data’ used 40,000 numbers of the samples.

For the y-axis shows the performance of the
training result with testing data. The testing data
is not used for the training data. The value 1.0
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means the prediction ratio of 100%.

As I have expected that the result shows the
bigger the training data, the better the performance.
However, the performance varies among each
training methods with the quantity of the training
data. The

performance among all, but other methods seemed

Tree Classifier showed the worst

to show the comparatively good performance.
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Fig. 3 Comparing training methods
with different quantity of input data

The Kneighbor method shows little bit of low
performance with small train data. However, if
there are enough input data to be trained, the
performance of the Kneighbor method slightly

exceeds the Euc method.
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Fig. 4 Comparing kneighbor with other methods

On the contrary, the SVM methods shows the
best performance whether the quantity of input data
is big or small for the hand written dataset.

V. Conclusion

The various supervised machine learning methods
supported by the Tensorflow and Scikit-learn, are
used for the training with the hand written digit
dataset to predict the test data. Then comparing
the performance of 4 types of training models with
different quantity of the input data. The Tree
classifier showed the worst performance, and the
other three models showed better. Especially, the
SVM model showed the best performance both on
the small and big quantity of the train data. And
the Kneighbor model slightly exceeds the Euc
model with the big train data supported.

The hand written digit numbers used in this
experiment is perfectly set by the user, however,
the experiment with other natural pictures taken
outside could be different from the work.
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