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Ⅰ. Introduction
1)

Recommendation systems (RS) help users, by

suggesting items such as products, services, and

information that best suit people’s preferences [1].

Hence, people who utilize RS can easily make
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decisions what items to buy, what books to read,

and what movies to watch. Over the last decade,

various RS have been developed and used in

diverse domains, i.e., the movie industry, the music

industry, and so on [2]. Especially, online commerce

industries such as Amazon.com and Netflix have

successfully utilized to increase customer loyalty.

For example, Amazon.com and Netflix have made

and generated much of their sales by providing

A Situation-Based Recommendation System

for Exploiting User’s Mood

Younghyun Kim*·Lim, Woo Sub**·Jeong, Jae-Han**·Lee, Kyoung-Jun***

사용자의 기분을 고려하기 위한 상황 기반 추천 시스템

김 영 현·임 우 섭·정 재 한·이 경 전
<Abstract>
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people’s moods although the appropriate contents recommended to people would be
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personalized items through RS [3-4].

Diverse RS such as personalized

recommendations, content-based recommendations,

and knowledge-based recommendations have been

developed, but collaborative filtering (CF) is one of

the most prominent RS. The key idea of CF is to

calculate similarities between users (or items) based

on a rating matrix and to predict preferences on

items with which a user has not experienced. CF

methods are generally classified into memory-based

CF and model-based CF. In model-based CF,

training datasets are used to develop a model for

predicting user preferences. Also, different machine

learning algorithms such as Bayesian networks,

clustering, and rule-based, can be utilized to build

the model. The main advantages of model-based CF

are an improvement of prediction performance and

tolerant of the data sparsity. However, it has some

shortcomings such as an expensive cost for building

a model [5]. On the other hand, memory-based CF

does not build a specific model, but directly

computes the similarity between users or items

using the entire or a sample of rating matrix.

Hence, memory based CF is easy to implement and

effective to manage. However, it has also some

drawbacks such as dependence on human ratings,

performance decrease when data are sparse, and

not to be able to recommend for new users and

items [5].

CF is well-defined method, but it has some

shortcomings which are vulnerable to data sparsity

and cold-start problems [6]. Data sparsity refers to

the problem with insufficient information about the

ratings of users on items. If the amount of data is

insufficient, predicted preference values become

inaccurate. Also, new users or items cannot be

reflected in the results of a CF process since CF is

based on the ratings. Some researches have been

conducted to solve these problems [7-8]. Again, the

main research issues in RS are how to improve the

prediction accuracy and how to provide

serendipitous recommendations1) for people. First,

in order to increase the prediction accuracy, new

similarity models have been proposed in [10-11].

They are based on PIP (Proximity−Impact−

Popularity) and Jaccard similarity schemes,

respectively, and enhanced performance has been

observed. On the other hand, [12] suggested a

typicality-based collaborative filtering

recommendation method named by TyCo

considering typicality degrees. Several studies on

serendipitous recommendation systems have been

conducted in [13-15].

As mentioned above, most research on RS has

not considered people’s moods although the

appropriate contents recommended to people would

be changed by people’s moods. For example, on a

sunny day at noon, a user wants to hang out with

his/her friends at a park or a theme park.

However, with a change in the weather, such as a

rainy day, a user does not want any outdoor

activities. Moreover, on a sunny day, a user would

be more energetic, in contrast to depressed feeling

of a user when the weather is gloomy. Hence, in

this paper, we exploit the mood of a user for

recommendations. To this end, we propose a

1) Most people have eager for something useful they have
not experienced. This is usually called by serendipity,
and it means that recommended items are unpredictable,
unexpected, or surprising to users in recommender
systems research [9].
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situation-based recommender (SBR) system which

based on the surrounding environments of a user,

such as a time, a weather, a location, and so on.

Main contribution of this paper are as follows. First,

to the best of our knowledge, this is the first work

on recommendation systems exploiting people’s

moods. Also, our proposed scheme can tackle the

cold start problem. Finally, the SBR system can be

easily adopted to other recommendation systems

because of its low processing overhead.

The remainder of this paper is organized as

follows. We present the system model after

summarizing related works in Section Ⅱ and

Section Ⅲ, respectively. We then, describe the

situation-based recommendation (SBR) system and

discuss the proposed scheme qualitatively. Finally,

we conclude our work.

Ⅱ. Related Works
Recently, extensive works on recommender

systems have been conducted in the literature

including machine learning based systems and deep

learning based systems2).

As mentioned before, machine learning based

recommender systems are divided into collaborative

filtering techniques, content-based filtering systems,

and hybrid filtering systems [18]. Collaborative

filtering (CF) techniques recommend items to a

particular user based on rating/opinions of the

other users. Content-based (CB) approaches

recommend an item which is similar in

2) Recent research trends of machine learning and deep
learning can be found in [16-17].

characteristic to items that other users have already

used in the past. Hybrid filtering schemes achieve

by a combination of two or more recommendation

systems in order to get better performance over

collaborative filtering and content-based filtering.

However, these filtering schemes are heavily

dependent on extensive user or item profile

information that makes a cold start problem, data

sparsity problem, a scalability problem, and so on

[18]. To address the cold start problem, a

centrality-based social network analysis method has

been proposed in [19]. The proposed method

considers social network information of users. To

this end, a social relation value is newly proposed

for new users. And the authors showed that the

proposed scheme is more suitable for new users in

the IoT environment.

Association rules also being able to solve above

problems are independent of any personal user

model and do not require a complex system of

ratings. An association rule normally consists of a

set of antecedent items that lead to a consequent

item with a certain confidence [20]. Based on a set

of observed items selected by a user, the association

rule produces a set of items ranked by confidence

of their being observed next. A conventional

association rule and a pairwise association rule

have been implemented and compared on a large

data set of real dietary recalls in [20-21].

As deep learning’s revolutionary advances in

speech recognition, image analysis, and natural

language, deep learning technology has also been

applied into recommender system [22-23]. Deep

learning based recommender systems are divided to

two categories, i.e., recommendation with neural
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building blocks, and recommendation with deep hybrid

models [23]. The first one is to utilize one deep

learning model. On the other hand, the last one

utilizes more than one deep learning technique.

There are many possible combinations of deep

learning techniques, such as recurrent neural

network (RNN) + convolutional neural network

(CNN), an autoencoder (AE) + CNN, RNN + AE,

and so on. Compared with traditional recommender

systems, deep learning based recommender systems

can automatically learn the latent features of user

and item, and improve the accuracy of

recommendation. However, the main tasks of the

deep learning based recommender systems are how

to organize and build the massive multi source

heterogeneous data. Deep learning based association

rules have been also proposed in the literature [24].

Ⅲ. System Model
The key idea of the situation-based

recommendation (SBR) system is described in

Figure 1. In this figure, a database (DB) maintains

the number of times being accessed two songs

when raining. From Figure 1, it can be observed

that “Rain” and “Beautiful Day” have been listened

8 times and 1 time, respectively on a rainy day.

Hence, we can make a deduction that many people

enjoy listening “Rain” during the rain. Finally, the

SBR system recommends a new user (or new users)

“Rain” which is suited for the situation and verified

by the ‘wisdom of the crowd.’

Similarly, the DB structure for the proposed

scheme is defined as Table 1.

The DB consists of three degrees, i.e., feature

<Figure 1> Example of the proposed scheme

<Table 1> DB structure
Feature ID Item ID Ratings 
  



  


  


⋮ ⋮ ⋮
   



  


  


  


  


⋮ ⋮ ⋮
  



  


  


⋮ ⋮ ⋮
  



⋮ ⋮ ⋮
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identification (ID), item ID, and ratings. The ratings

can be explicit or implicit values. If the ratings are

stored as explicit values, they should be normalized

to check whether the corresponding contents are

preferred or not. Assume that 5-point scale, i.e.,

from 1 point to 5 point, is used for the ratings.

Then 1 point means the worst user experience (UX),

but the cumulative rating value will be increased if

many people access the same content and give 1

point out of 5. Hence, it is difficult to make a

decision whether a content is a valuable or not,

after reaching a steady state. To mitigate this

problem, we can simply convert 1, 2, 3, 4, 5 into −

2, −1, 0, 1, 2. Then, a high rating value is regarded

as a valuable content since the low preference, i.e.,

−2 point or −1 point, reduces the cumulative

ratings. On the other hand, when the implicit

ratings are applied, high/small value of ratings are

considered as strong/little level of interest,

respectively.

In Table 1, d, t, and w represent day, time, and

weather, respectively. Also, a, b, and c are the

granularities of d, t, and w, respectively. If we

categorize w as cold, hot, rain, and snow, then c is 4

and the corresponding feature IDs become , ,

 and , respectively. Feature IDs are easily

expandable like season or anniversary. This is

dependent on the characteristics of dataset or

recommendation system. Also, feature IDs can be

divided or merged by the policy of

recommendation systems. For example, suppose

that  and  mean Saturday and Sunday,

respectively. If both Saturday and Sunday are

wanted to consider, we have to just add  and 
rows in a rating matrix. The rating matrix will be

described in the next section. In this paper, we

assume that the rating value r is a content access

frequency on feature IDs. For example, the values

of 
 , 

 , and 
 become 10, respectively, if

people have accessed a content  10 times on ,

, and .

Ⅳ. Situation-based Recommendation 
System

The SBR system is described in Figure 2. First, a,

b, c, and m are initiated according to the DB. As

mentioned before, a, b, and c are the granularities of

day, time, and weather, respectively. m is the

number of total items. And then, the rating matrix

R is generated and initiated from the DB. R can be

loaded with one variable or several variables by

feature IDs. In the case of the former, R (a+b+c by

m) is stored in memory as Eq. (1).













    ⋯ 
    ⋯ 
⋮ ⋮ ⋱ ⋮
    ⋯ 
    ⋯ 
⋮ ⋮ ⋱ ⋮
    ⋯ 
   ⋯
⋮ ⋮ ⋱ ⋮

   ⋯ 

(1)

When a request message with user identification

u arrives at the system, the list of contents which u

has accessed is stored in tmp (line 5 in Figure 2).

The purpose of this process is to provide u the long

tail contents by excluding the items within tmp.
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After that, normalized day, time, and weather based

on the location of u are assigned to d, t, and w,

respectively (lines 6-8). For example, if  represents

from 3pm to 6pm, and the current time of u is

5pm, then 5pm is assigned to . The rest variables,

i.e., d and w, are assigned by the similar way.

After normalizing day, time, and weather

information of u, dth, (a + t)th, and (a + b + w)th

rows are stored in  ,  , and  ,

respectively (lines 9-11). Each row means the

situation information of u, i.e., day, time, and

weather, when u is recommended some items. And

,  , and   are the rating values with

respect to the d day, t time, and w weather,

respectively. Top-N items are given by CalTopN

with  ,  , and   (line 12). Diverse

methods such as arithmetic mean, geometric mean,

harmonic mean, etc., can be utilized for the CalTopN

function.

Finally, like lines 14-21 in Figure 2,   items

are compared with tmp. For example, if   item

is not included in tmp, the process gets out of the

while loop and   item will be recommended to

u (see lines 15-16). However if all items in  

belong to tmp, the best item for u, i.e.,   is

recommended. However, this can be changed by

the policy of system.

Ⅴ. Discussion
In this section, we qualitatively evaluate the

proposed recommendation scheme.

First of all, our proposed scheme can solve the

cold start problem, especially for new users. Most

widely known recommender systems including

collaborative filtering (CF) and content-based (CB)

schemes have the cold start problem for new users.

In these schemes, it is difficult for new users to

recommend specific contents since CF and CB

schemes require the past access histories or

preferences. However, our proposed scheme needs

not personal access histories3) but the ‘wisdom of

the crowd’ to recommend items. And people will

feel useful since the most popular items are

recommended according to their environments. The

SBR scheme may have the starvation problem of

new items because the rating values of existing

items have been cumulated and increased. Some

3) The SBR system does not consider personal access
histories, and thus it cannot recommend personalized
items. However, it is noted that the main purpose of this
work is to exploit the surrounding (or social)
environments such as time, anniversary, weather, and so
on.

<Figure 2> Situation-based recommendation algorithm
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methods can be utilized to solve this problem. The

first one is to define an upper limit and drop the

rating value having the maximum. TCP

(Transmission Control Protocol) Tahoe or Reno is an

example of the first solution [25]. The last one is to

give new items a high priority for a period of

predefined time like aging (scheduling) used in

operating systems (OS) [26].

The SBR system has the low processing

overhead. The time complexity of the SBR system is

∙ , where  is the number of features

and m is the number of items. For example,  

in Table 1 since the features are defined as d, t, and

w. Thus, the SBR system can be easily extendable

without the consideration of processing overhead

because the processing time increases linearly by 
and m. Because of this property, the SBR system

can be freely utilized to solve the cold start

problem or exploit individual environments in

existing recommendation systems. Similar to the

low time complexity, the DB construction cost is

also low.

The SBR system makes people feel serendipity

since the SBR system does not consider individual

preferences and is only based on the ‘wisdom of

the crowd’ unlike general CFs, Hence, people get

more chances to be recommended diverse items

without taking their preferences. Clustering schemes

are good options for improving serendipity.

Ⅵ. Conclusions
In this paper, we proposed a situation-based

recommendation (SBR) system which considers

people’s mood. To this end, we exploit the

surrounding environments of a person. In the SBR

system, a database is built by feature identifications,

i.e., day, weather, time, and so on. Then, the SBR

system recommends specific contents that many

people love to enjoy according to the occasion. It

has some advantages such as no cold start problem,

low time complexity, an extensibility, and an easy

implementation. The SBR system can itself work

well, but it can be also a good option as of

assistance to other recommendation systems. In our

future work, we will apply the SBR system to

mobile application and analyze the performance of

the SBR scheme.
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