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1. INTRODUCTION   

Video understanding is a very challenging task

in the field of computer vision. Human behavior

recognition in video is an important branch. With

the deepening of research, great progress has been

made. According to the different ways of extract-

ing features from video sequences, literature [1-3]

proposed that behavior recognition methods can be

divided into two categories: methods based on con-

struction features and methods based on automatic

learning features. Among the many deep learning

network structures, Convolutional Neural Network

(CNN) is the most widely used. CNN has achieved

great success in the field of static images [4-8].

It also has great advantages in researching video

processing. In order to encode both spatial and

temporal information in the deep convolution mod-

el, Hu et al. [9] aimed at the problem of complex

feature extraction and low accuracy in human ac-

tion recognition, this paper proposed a network

structure combining batch normalization algorithm

with GoogLeNet network model. Ji et al. [10] ex-

tended the 2D convolutional network simply and

effectively, and proposed a 3D convolutional neural

network model for learning dynamic continuous

video sequences and deep learning of spatio-tem-

poral features. Tran et al. [11] found the optimal
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convolution kernel size of 3D convolutional neural

network through systematic research, and pro-

posed a three-dimensional convolutional neural

network (C3D) suitable for large-scale datasets,

and using C3D to extract video spatio-temporal

features, the extracted features are very versatile

and computationally efficient. In addition, Tran et

al. [12] carried out three-dimensional convolutional

neural network improvement in the framework of

deep residual network and proposed Res3D net-

work. The improved network is superior to C3D in

terms of operation speed and recognition accuracy.

Hara et al. [13] proposed that the Kinetics dataset

has sufficient data to train a deep three-dimen-

sional convolutional network, and the simple three-

dimensional architecture pre-trained by the Kinet-

ics dataset is superior to the complex two-dimen-

sional architecture. Tran et al. [14] decomposed the

two-dimensional convolution operations in the

three-dimensional convolutional network into two

independent continuous operations: three-dimen-

sional spatial convolution and one-dimensional

time convolution, and proposed the R(2+1)D net-

work. Compared with C3D, the network effectively

increases the capacity of the model. And at the

same time is conducive to the optimization of the

network. The three-dimensional convolutional

network has received extensive attention and ap-

plication due to its simple and effective strategy,

but the network also has some defects. For exam-

ple: due to its huge network parameters, it is very

difficult to converge the network. Chen et al. pro-

posed a lightweight multi-fiber network archi-

tecture, which significantly reduces the computa-

tional complexity of the 3D network and improves

the recognition performance of the model. Yang et

al. [15] proposed an asymmetric three-dimensional

convolutional neural network model. In addition to

reducing the amount of parameters and computa-

tional cost, multi-source enhanced input and mul-

ti-scale 3D convolution branches were introduced

to process the convolution features of different

scales in the video. Effective information fusion of

RGB and optical flow frames significantly im-

proves the expressive ability of the model. In addi-

tion, the 3D convolutional network has a certain

gap with the most advanced baseline method in

terms of space-time feature modeling. Diba et al.

[16] introduced a Spatio-temporal Channel correla-

tion block (STC) as their new residual module in

the infrastructure such as ResNet, which can ef-

fectively capture spatio-temporal channel correla-

tion information in the entire network layer. Hus-

sein et al. [17] focused on time cues in behavior

recognition. In order to model complex actions in

the long-term range, a 3D convolutional network

with improved Timeception convolutional layer

was proposed, which used multi-scale time con-

volution, focus on short-term details to learn long-

term dependencies.

Among the many behavior recognition methods

based on deep learning, this research focuses on

the behavior recognition architecture based on 3D

convolutional neural network. 3D convolution can

be used to extract universal and reliable spatio-

temporal features directly from the original video,

and the performance is immediately effective;

However, the traditional 3D convolutional neural

network algorithm lacks the full use of the net-

work's multi-level convolution features, which af-

fects the generalization performance of the net-

work. Combining the idea of residual network and

dense network, this research proposes a 3D-Resid-

ual Dense Network (3D-RDNet), the network can

make full use of the hierarchical features of all con-

volutional layers, and uses 3D-Residual Dense

Block (3D-RDB) as a building block. The features

of each convolutional layer in the 3D-RDB can be

directly transferred to all subsequent layers, and

then local dense feature aggregation is used to

adaptively retain beneficial information, and then

local residual learning is performed on the input

and output feature aggregation. The output of the

3D-RDB module after sampling will directly ac-
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cess all the layers in the next 3D-RDB module,

forming a state of continuous transmission and

multiplexing of features. At the same time, each

3D-RDB module's feature output after convolution

sampling will be spliced together, and a variety of

hierarchical features will be adaptively retained in

a global manner to complete global feature aggre-

gation. In order to verify the effectiveness of the

proposed algorithm and apply it to real scenes, this

research has been trained and tested on the KTH

datasets, and the recognition rates of the proposed

algorithms have reached 93.52%, respectively.

Compared with traditional algorithms, C3D, 3D-

ResNet and 3D-DenseNet, higher recognition ac-

curacy is achieved. Experimental results show that

the three-dimensional dense network proposed in

this research can effectively identify human be-

havior in video.

2. 3D RESIDUAL DENSE NETWORK

2.1 3D Convolutional Neural Network

The three-dimensional convolution in the three-

dimensional convolutional neural network is es-

sentially a three-dimensional convolution kernel

operation on a cube formed by stacking multiple

video frames, since each feature map in the con-

volutional layer is connected to multiple adjacent

consecutive frames in the previous layer, motion

information can be captured [9]. A three-dimen-

sional convolution operation can be described as

  , which means the input of a convolutional

layer of size ×× and  feature maps of size

××, the output at the position of  on the

m-th feature map of the 3D convolution l-layer

Formally expressed as:


   



  

  


  

  


  

  


  

      (1)

Among them:  is the offset of the feature map;

q is the feature map of the -layer;  is

the weight at the kernel position  of the q-th

feature map, and the weight and deviation will be

obtained through training. C3D based on three-di-

mensional convolution is widely used in the field

of video behavior recognition. The features ex-

tracted by C3D also have strong recognition in

other tasks. Such as behavior recognition, time

series behavior detection, gesture recognition. Com-

pared with C3D, the improved 3D convolutional

neural network based on ResNet and DenseNet ar-

chitecture, such as 3D-ResNet and 3D-DenseNet

can significantly improve the effect of video be-

havior recognition tasks. The following is a net-

work constructed based on three-dimensional con-

volution of the experiment in this research. They

are C3D in literature [11], improved 3D-ResNet of

C3D in literature [12], and 3D-DenseNet con-

structed in this research. The network structure

parameters are showed in Table 1, with a step size

of ××.

In order to simplify the description, the number

of channels of the output size feature and the num-

ber of filters of each convolution layer is omitted

from the table. The input and output of the network

and the size of the convolution kernel is a three-di-

mensional tensor of ××, among them L, H,

W represent the length of time, height and width.

In order to reduce data redundancy, even-num-

bered frames are skipped on the network input, and

the input size of all networks is, where the max-

imum GPU memory limit is adapted and the appro-

priate batch size is retained, in addition, all three

networks use the same data enhancement and data

preprocessing methods. The C3D used in this re-

search has five convolutional layers and five

downsampling layers. The layers are connected in

series, and the size of the convolution kernel is

××, finally, through two fully connected layers

and softmax layer, 101 class probabilities are

output. The 3D-ResNet network is extended by

2D-ResNet, the convolutional layer is expanded

from × to ××, and the step size of the down-

sampling layer behind the convolutional layer other
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than Conv1 is changed to ×× network Conv1

layer convolution kernel is ××, The con-

volution kernels of other layers are all ××. The

Conv1, Conv2_x, Conv3_x, Conv4_x, and Conv5_x

layers of the network all use residual connection

to make the network easier to optimize. The 3D-

DenseNet is constructed in a similar way to the

3D-ResNet. The difference is that the hierarchical

connection method of each convolutional layer uses

a dense connection. The network is composed of

multiple dense blocks. Each layer in the same

dense block reads information from all previous

layers, finally concatenate, using the bottleneck

layer in the same dense block, among them, ××

convolution operations are used to reduce the num-

ber of input feature maps, at the same time reduce

the amount of calculation, and fuse the features of

each channel. Dense blocks are connected by a

transition layer, and the network finally con-

catenates the features obtained by multiple dense

blocks. This connection method is conducive to the

reuse of features, and it also strengthens the trans-

fer of features and reduces the amount of

calculation.

2.2 3D Residual Dense Network

The three-dimensional residual dense network

(3D-RDNet) for video behavior recognition pro-

posed in this research builds on the residual learn-

ing of ResNet and the dense connection mode of

DenseNet network to construct a dense three-di-

mensional residual block, multi-level spatio-tem-

poral features are extracted, and then feature ag-

gregation is performed to combine the low-level

features and high-level semantic features to im-

prove the expressive ability of the model. The net-

work structure is shown in Fig. 1.

As showed in Fig. 1, the dense three-dimen-

sional residual network is divided into three parts,

they are: shallow feature extraction layer, dense

residual layer, and global feature aggregation layer.

The shallow feature extraction layer (Part A) in-

cludes the two layers of 3D Conv shown; Residual

dense layer (Part B) includes pooling layer (Max-

pool), multiple residual dense blocks (3D-RDB),

and the convolutional layers 3D Conv1 and 3D

Conv2 used for convolution down sampling; The

global feature aggregation layer (Part C) contains

a concatenation layer for feature stitching and a

convolutional layer for feature aggregation.

The input and output of the dense three-dimen-

sional residual network are defined as  and  ,

respectively. The first two convolutional layers of

the network are used to extract shallow features.

Specifically, the process of extracting features from

shallow layers to features can be described as:

Table 1. Network Structural Parameters of C3D, 3D-ResNet and 3D-DenseNet.

Net Layer
Output Size
Feature

Net Structural Parameters

C3D 3D-ResNet 3D-DenseNet

Conv1 ×× ××  ×× ××  ×× ××  ××

Conv2_x ×× ××


××
××



×



××
××



×

Conv3_x ××


××
××



×



××
××



×



××
××



×

Conv4_x ××


××
××



×



××
××



×



××
××



×

Conv5_x ××


××
××



×



××
××



×



××
××



×

---- ×× global average pooling, 101-d fc, softmax
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    (2)

Among them:  represents the composite

function of the first two layers of convolution and

downsampling operations;  is the feature map

extracted from the video clip, which is used for the

input of the dense block of the first layer. Here,

N residual dense blocks are set, the output of the

nth residual dense block is  , and the calculation

process is:

         ⋯      ⋯

(3)

In the formula:    , n represent the calcu-

lation operation of the nth dense residual block

(3D-RDB) and its downsampling (Maxpool), when

n=N,    contains only the calculation oper-

ation of the dense residual block.    is a

compound operation function, including multi-layer

convolution and rectified linear units. Since  is

generated by the operation of multiple convolu-

tional layers in the nth residual dense block,  can

be regarded as a local dense feature.

After 3D-RDNet extracts multi-level local dense

features through multiple 3D-RDBs, it further per-

forms Global Feature Aggregation (GFA). GFA

makes full use of the features of all previous layers.

Specifically, the input features of different levels

are convoluted and sampled into feature maps, and

the norm is normalized, then use the concatenation

layer (Concatenate) to stitch together the local

dense features from different levels, then use the

convolution of ×× to perform feature ag-

gregation and channel adjustment to obtain a fea-

ture map of global feature aggregation. The proc-

ess of stitching local dense features can be de-

scribed as:

     (4)

Among them: PGFA is a feature map output by

global feature aggregation;  is a composite

function of ×× convolution. It is used to adap-

tively fuse features from different layers;

  refers to the stitching of N feature

maps after three-dimensional dense block and

convolution sampling.

Combining the above operations, the network

extracts shallow features from the input clip, then

through multiple dense blocks of residuals to obtain

rich local features, and then through global feature

aggregation to obtain global features, finally, vari-

ous categories of scores are obtained through the

softmax classifier. The entire network 3D-RDNet

calculation process can be expressed as:

    (5)

Among them:  is the operation of the en-

Fig. 1. Three-dimensional Residual Dense Network.
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tire network of 3D-RDNet;  is the output of the

network.

2.3 3D Residual Dense Block

The three-dimensional residual dense network

consists of multiple three-dimensional residual

dense blocks. Fig. 2 shows the network structure

of the three-dimensional residual dense block (3D-

RDB). 3 D-RDB mainly includes dense connection

layer, Local Feature Aggregation (LFA) and Local

Residual Learning (LRL), which enables the net-

work to fully learn multi-layer convolutional fea-

tures.

2.3.1 Dense Connection Mode

The 3D-RDB module is composed of multiple

convolutional layers, a rectified linear unit (ReLU)

and a batch normalization layer. The features

learned in the previous 3D-RDB are passed di-

rectly to each layer in the current 3D-RDB, at the

same time, there is a direct connection between

each layer inside the module, this dense connection

makes the transfer of features and gradients more

effective, promotes feature reuse, retains the char-

acteristics of forward propagation, and extracts lo-

cally dense features. Here,    and  are defined

as the input of the n-th and (n+1)-th 3D-RDB,

then the output of the α-th Conv layer of the n-th

3D-RDB can be expressed as:

         (6)

Among them: σ indicates that the kernel is the

activation function of ReLU;  is the weight of

the α-th convolutional layer, and the offset term

is omitted here for simplicity. Suppose  is com-

posed of multiple feature maps, and

       refers to the stitching of

the feature maps output by the (n-1)-th 3D-RDB

and the convolutional layer 1，2，...，(α- 1) in the

n-th 3D-RDB.

2.3.2 Local Feature Fusion

After learning the multi-level spatio-temporal

features through the dense connection mode, 3D-

RDB fuse the local dense features, specifically, by

extracting a series of convolutional layer features

from the previous 3D-RDB and the current

3D-RDB, then stitch them together, ×× con-

volution layer is introduced to adaptively fuse a

series of features with different levels, and this op-

eration is named Local Feature Aggregation (LFA).

The calculation process can be described as fol-

lowing:

 
      (7)

Where: 
 represents the compound operation

of the ×× convolution layer in the nth

3D-RDB, it can reduce the number of feature maps,

reduce the amount of calculation, simultaneously

Fig. 2. Three-dimensional Residual Dense Block.
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merge the various channels. As the growth rate

of dense networks becomes larger, LFA will con-

tribute to very dense network training.

2.3.3 Local Residual Learning

In a sufficiently deep network structure, in order

to ensure the maximum information flow between

the various layers in the network, the 3D-RDB

uses the jump connection method of the residual

network, it connects feature maps with the same

feature map size, so that the output of each layer

is directly connected to the input of subsequent

layers. This jump in connection from the previous

layer to the subsequent layer alleviates the problem

of network gradient disappearance, enhances fea-

ture propagation, promotes feature reuse, and re-

tains the characteristics of forward propagation.

The output of the n-th 3D-RDB can be expressed

as:

     (8)

Use of Local Residual Leaming (LRL) can im-

prove the expression ability of the network, and

the network effect is better. Due to the dense con-

nection mode and local residual learning, this mod-

ular system is called a three-dimensional residual

dense block (3D-RDB).

2.3.4 Algorithm Implementation Details

In the 3D-RDNet network proposed in this re-

search, except for the size of the convolution kernel

in the local and global feature aggregation is

××, the other layers of convolution kernels are

set to ××. The first layer of the shallow layer

of the network is equipped with 96 jet filters, the

filter of the global feature aggregation convolution

layer is set to 512, and the rest of the network is

equipped with 128 filters. In addition, the number

of 3D residual dense blocks in the 3D-RDNet net-

work in this research is set to 3, and the number

of dense layers inside the 3D residual dense block

is set to 4. In addition to 3D Conv1 and 3D Conv2

convolutional layers such as convolutional matrix

sampling in the dense residual layer on the 3D-

RDNet network, the remaining structural parame-

ters are showed in Table 2 and the step size is

××.

Through analysis of Table 1 and Table 2, four

network model parameters (Parameters, Params)

and calculations (FLOPs) can be obtained, as

showed in Table 3.

Table 3. Parameters and Calculations of Different Models

Network Params/ FLOPs/

C3D 11.7 6.4

3D-ResNet 33.2 19.3

3D-DenseNet 17.6 8.2

Proposed 14.9 7.4

3. EXPERIMENT AND RESULT ANALYSIS

In this research, the experimental tools, original

data sets, experimental conditions and other related

experimental information are shown in Table 4.

Refer to the following chapters for detailed in-

structions.

3.1 Dataset

The experimental data in this research is KTH

Table 2. Network Structural Parameters of 3D-RDNet

Net Layer Conv1 Conv2_x Conv3_x Conv4_x Conv5_x ---

Output Size
Feature

×× ×× ×× ×× ×× ××

Net Structure
Parameters

××

××

××


××
××



×



××
××



×



××
××



×

global average
pooling, 101-d fc,

softmax
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dataset, and the dataset collected and produced in

this research. Among them, KTH is the most com-

monly used dataset in the field of computer vision

behavior recognition. The KTH dataset is com-

pleted by 25 people performing 6 types of actions

in 4 different scenarios, for a total of 600 video

samples. Among them: behavior categories include

boxing, tempo, waving, jogging, running and walk-

ing; Four scenes include different lighting con-

ditions, clothing changes and background scale

changes. However, the background is relatively

simple, the behavior categories are few, and the

camera shooting angle is also fixed. The experi-

ment in this research uses behavior videos of 16

people as training and the remaining 9 people as

test. The six types of actions in the KTH dataset

are showed in Fig. 3.

In this research, a dataset of real scenes is es-

tablished for the needs of patrol robot security

tasks. The video data are taken from the vicinity

of the building entrance control, and the four types

of actions such as swiping, wandering, walking,

and standing are completed by the moving people

entering and leaving the door. Each type of action

in the dataset includes 100 video segments, a total

of 400 video samples. The video shooting angle is

relatively fixed, and the lighting conditions of the

video data include the daytime and night lighting

conditions. In this research, 2/3 of the behavior da-

ta is used as the training set, and the remaining

113 behavior data are used as the test set. Exam-

ples of four types of actions in real scenes are

showed in Fig. 4.

3.2 Experimental Setup

Table 4. Experimental Environment

Experimental
Tools

All training and testing was conducted out on the NVIDIA GeForce GTX 1080 graphics
card which has 8GB of memory. The OS used was Windows 10, the Python version was
3.6, and the TensorFlow version was 1.9.

Data Sets KTH Data set and real scenes data set

Experimental
Setup

The input of the model is a clip composed of a continuous 16-frame video sequence. The
sampling rate of the clip is set to 2, and the input image is de-averaged to speed up the
convergence of the model.

Experimental
Method for
KTH

After data enhancement and preprocessing, the input size of the video frame of the KTH
dataset is ××, the input batch size is set to 16, the Adam optimizer is used, the
parameters beta_1=0.9, beta_2=0.999, the initial learning rate is 10-4, the loss function uses
multiple types of cross-picking functions, and the training duration is 25 cycles.

Experimental
Method for
real scenes

The input of the network is a continuous 16-frame video clip extracted from each video.
The video frame width and height are resized to ×. After data preprocessing, the
input size is cropped to ××. In terms of network optimization, the stochastic gradient
descent method with momentum is adopted. The initial learning rate of the network is set
to 0.01, the momentum parameter is 0.9, the learning rate decay rate is 10-4, the objective
function is the cross annoying loss function, and the network training period is 25. The
batch size is set to 16.

Fig. 3. Six Types of Behavior Examples in KTH dataset. 

(a) Hand Clapping; (b) Waving; (c) Boxing; (d) 

Running; (e) Walking; (f) Jogging.
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In this research, the input of the experimental

model is a clip composed of 16 consecutive video

sequences. The sampling rate of the clip is set to

2, and the input image is de-averaged to accelerate

the model convergence speed. During training, skip

even-numbered frames on the network input, and

use random cropping, random flipping, and random

rotation or fixed angle of the picture to increase

the diversity of training samples. During the test,

input video clips are preprocessed in the same way

as the training phase, and then the trained model

is used to estimate the behavior classification of

each video clip sequence. If it is necessary to obtain

the classification result of the entire video level,

select multiple clips of the current video to obtain

the classification result, and then average to obtain

the final behavior classification in the video.

3.3 Experimental Results of KTH dataset

In order to verify the effectiveness of the three-

dimensional dense network proposed in this re-

search, experiments were performed on the KTH

dataset and real scene data set. First, an experi-

ment was conducted on a small dataset KTH, and

the correctness of video behavior recognition of

four network models was tested. During training,

after data enhancement and preprocessing, the in-

put size of the video frame of the KTH dataset is

××, the input batch size is set to 16, the

Adam optimizer is used, the parameters beta_1=0.9,

beta_2=0.999, the initial learning rate is   , the

loss function uses multiple types of cross-picking

functions, and the training duration is 25 cycles.

The performance results of human behavior recog-

nition algorithms such as C3D, 3D-ResNet, 3D-

DenseNet, 3D-RDNet network, and literature [18]

model, literature [19] model, literature [20] model

are showed in Table 4. Among them, the behavior

recognition accuracy rate is calculated based on the

video-level classification results, that is, video

top-1. Schuldt et al. [18] proposed the KTH dataset

and introduced local spatio-temporal features. The

use of Support Vector Machine (SVM) method for

classification has achieved good results. Dollar et

al. [19] used sparse spatio-temporal feature points

to recognize human behavior. Taylor et al. [20]

proposed the use of convolutional networks to learn

the spatio-temporal features of human behavior,

and tested the best results on public dataset.

It can be seen from Table 5: The accuracy on

the KTH dataset, the 3D convolutional network has

a greater advantage than other algorithms; At the

same time, the improved networks of 3D con-

volution, 3D-ResNet and 3D-DenseNet, have ach-

ieved better results than C3D, and the accuracy

rates are 1.61 percentage points and 2.08 percent-

age points higher than C3D, respectively; More-

over, the three-dimensional dense network pro-

posed in this research is 3.93 percentage points

higher than C3D.

The model trained on the KTH training set is

tested on the entire dataset to obtain the confusion

(a) (b) (c) (d)

Fig. 4. Four Types of Behavior Examples in Real Scene. (a) Standing; (b) Hover; (c) Walking; (d) Swiping Card.

Table 5. Accuracy Comparison of Different Models on KTH dataset (%)

Net Model Model[18] Model[19] Model[20] C3D 3D-ResNet 3D-Densenet Proposed

Rate 71.70 81.20 90.00 89.59 91.20 91.67 93.52
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matrix showed in Fig. 5, among them, the color

scale on the right of the picture represents the

meaning that the darker the color (the closer to

1.0), the higher the accuracy of behavior classi-

fication. It can be seen from the confusion matrix

that the overall recognition rate of the 3D-RDNet

network on the K four dataset is very high, but

the model is not very good at distinguishing be-

haviors like running, jogging and walking, on the

one hand, because the similarity of these actions

is high, on the other hand, the resolution of the vid-

eo itself is low, which is easy to cause false judg-

ments. Overall, the 3D-RDNet network has a good

recognition effect on the KTH dataset. The model

trained on the KTH training set tests the entire

dataset and obtains a recognition rate of 97.2%.

3.4 Experimental Results in Real Scene

This research also tested the established real

scene data set. The settings of the two data sets

during the experiment are basically the same. The

experiment is trained from scratch. The input of

the network is a continuous 16-frame video clip

extracted from each video. The video frame width

and height are resized to ×. After data pre-

processing, the input size is cropped to ××.

In terms of network optimization, the stochastic

gradient descent method with momentum is adopted.

The initial learning rate of the network is set to

0.01, the momentum parameter is 0.9, the learning

rate decay rate is   , the objective function is

the cross annoying loss function, and the network

training period is 25. The batch size is set to 16.

On the real scene data set, the recognition effect

of this model is also better than other networks,

achieving a recognition rate of 94.66%. The accu-

racy rate is calculated based on the clip of 16 con-

secutive frames of video, namely Clip top-1. In

summary, it is shown that the 3D-RDNet network

is still capable of tasks in real scenarios, and the

network has good robustness and migration learn-

ing capabilities.

4. CONCLUSION

Aiming at the problem that the traditional 3D

convolutional neural network algorithm lacks the

full use of the multi-level convolutional features of

the network, this research proposes a three-di-

mensional residual dense network architecture

based on video-based human behavior recognition,

which is based on public dataset and real scene

data. The effectiveness of the algorithm is verified

on the set. The main work of this research lies in:

1) Improve the three-dimensional convolutional

neural network, and propose a two-dimensional

dense residual network, which reduces the com-

plexity of the model while ensuring the accuracy

of the network; 2) A network building module, a

three-dimensional dense block of residuals, is

proposed. The dense connection mode, local feature

aggregation and local residual learning strengthen

the network's ability to fully learn multi-layer

convolutional features, reducing the original video

information in the risk of loss during network

training; 3) The proposed algorithm uses multiple

dense blocks of two-dimensional residuals to ex-

tract multi-level spatio-temporal features, and

then aggregates global features to combine the un-

derlying features with high-level semantic features

to improve the expressive ability of the model. In

Fig. 5. Confusion Matrix of 3D-RDNet on KTH dataset.
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addition, the preprocessing and data enhancement

methods used in this research can also significantly

prevent overfitting during network training. Ex-

periments on public dataset and real scene dataset

verify that the proposed algorithm is superior to

most traditional algorithms and the same type of

3D convolution method significantly improves the

accuracy of video behavior recognition tasks.
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