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Introduction
Forensic odontology is a branch of forensic medicine in-

volving the application of dentistry to legal matters.1 Foren-
sic dentistry can present effective guidance for clarifying 
some of the riddles and problems in the field of forensics. 

This knowledge can be used to identify criminals, burned 
and broken bodies, and multiple bodies; furthermore, it can 
be used in other related areas.2,3

It is challenging to identify the sex of victims follow-
ing severe events such as natural disasters, wars, or air 
accidents. Accordingly, sex determination is an essential 
step in the process of forensic identification. During fo-
rensic identification, it can be difficult to determine the 
sex of some bodies.4,5 Various parts of the body, including 
the face, teeth, skull, and fingerprints are used in forensic 
analysis.6-10 There are structural/morphological differences 
between males and females in most parts of the body struc-
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ture. The mastoid region, as a piece of the skull that is re-
sistant to injury due to its anatomical position at the base of 
the skull, is ideal for the study of sexual dimorphism.11,12

Several previous studies have shown that the mastoid 
process is a useful cranial region for determining sex. The 
tip of the mastoid process is vertical in males and faces in-
ward in women. The mastoid region is of particular interest 
from the perspective of the macroscopic identification of 
sex using bones.13-20

Data mining is a computational process for discovering 
patterns in large datasets through techniques such as artifi-
cial intelligence, machine learning, and statistical analyses. 
The goal of this process is to extract information from a 
dataset for further use. Data mining involves techniques 
such as clustering, association, pattern recognition, and 
classification. Data mining can be practiced effectively for 
the rapid and low-cost prediction and diagnosis of diseas-
es.21,22 

Machine learning algorithms have been used to mine 
medical data and produce predictive models. These com-
puter algorithms can learn and predict unobserved data. 
Machine learning algorithms help forensic teams in a va-
riety of ways, such as individual identification, forensic 
criminology, computer forensics, and forensic cybersecuri-
ty to solve or prevent crimes.23,24

Machine learning can be applied for purposes such as 
personal identification, forensic cybersecurity, forensic 
medicine, and forensic crime to prevent and solve various 
problems in the field of forensics.25

Since sex determination based on certain parameters is 
similar to a classification problem in the domain of ma-
chine learning classification algorithms, using these algo-
rithms can assist forensic analysts in determining sex.25 
Classification techniques are among the most common 
methods of learning in data mining for prediction purposes. 
Predictive methods use the values of some predictors or in-
puts to predict the value of a given response or output vari-
able. Classification refers to the process of finding a model 
to specify the class of objects according to their proper-
ties.21

Various studies have highlighted the benefits of using 
data mining in the field of medicine and dentistry.26-28 
However, to our knowledge, only a limited number of stud-
ies have used data mining methods in the forensic field to 
determine age and sex.3,25 For example, Awais et al.25 com-
pared the use of various machine learning algorithms, such 
as naïve Bayes, J48, random forest, random tree, and REP 
tree methods, for sex identification in the population of 
Punjab in Pakistan based on footprint dimensions. Farhad-

ian et al.3 used neural networks to estimate age using the 
pulp-to-tooth ratio in canines. 

As skull measurements differ across various ethnic 
groups, and no studies have been conducted on mastoid 
measurements for sex determination in the Iranian popula-
tion, the purpose of this study was to determine sex in the 
Iranian population based on measurements of the dimen-
sions and convexity and internal angles of the mastoid pro-
cess using different data mining algorithms. 

Materials and Methods
This retrospective study was conducted on 190 3-dimen-

sional (3D) cone-beam computed tomography (CBCT) im-
ages of 105 women and 85 men referred to the Department 
of Oral and Maxillofacial Radiology of Hamadan Dental 
School. The present study was approved by the institutional 
review board (IR.UMSHA.REC.1397.715). Subjects’ age 
ranged from 18 to 70 years. The inclusion criterion was all 
CBCT images taken for implant placement and other ther-
apeutic purposes, while the exclusion criteria were images 
with severe artifacts, images that did not show anatomi-
cal details of the mastoid, and patients with maxillofacial 
anomalies. 

All CBCT images were taken using a NewTom 3G ap-
paratus (NewTom, Verona, Italy) with a kilovoltage peak 
of 110 kVp, a tube current of 3.8 mA, an exposure time of 
6.3 s, a 180-μm voxel size and a 12-inch field of view, and 
were stored in NNTviewer software. Initially, CBCT imag-
es were converted to the Digital Imaging and Communica-
tions in Medicine (DICOM) format and transferred to On-
Demand 3D dental software (version: 1.0.5385, Cybermed 
Inc., Seoul, Korea), and 3D images were created using the 
3D software option.

On each CBCT image, the following 5 anatomical land-
marks were identified on both the right and left sides: 1) 
porion: the highest point at the upper margin of the exter-
nal auditory meatus, 2)  incisura mastoidea: the mastoid 
incision lying on the inferior-medial mastoid, 3) mastoi-
dale: the lowest craniometric point of the mastoid process, 
4) the most prominent point on the lateral surface of the 
convex mastoid triangle, and 5) the highest point at the in-
ternal surface of the mastoid (within the digastric cavity). 
Accordingly, 8 linear measurements were made using the 
linear measurement tool in the software and 1 angular mea-
surement was made using the angular measurement tool in 
each 3-dimensional image, as follows: 1- porion-mastoi-
dale (PM): the linear distance between the porion and the 
mastoidale in the lateral view (Fig. 1), 2- mastoidale-in-
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cisura mastoidea (MI): The distance between the incisura 
mastoidea and the mastoidale in the lateral view (Fig. 1), 
3-mastoid length (ML): the distance between the porion 
and the posterior end of the incisura mastoidea in the later-
al view (Fig. 1), 4-mastoid height (MH): the perpendicular 
line of the mastoidale on the line between the porion and 

the incisura mastoidea in the lateral view (Fig. 2), 5-mas-
toid width (MW): the distance between the most prominent 
point on the lateral surface of the convex mastoid triangle 
and the highest point on the inner surface of the mastoid tri-
angle (within the digastric cavity) in the inferior view (Fig. 
3), 6-mastoid flare (MF): the distance between the lowest 
point of the mastoid triangle and the most prominent con-
vex surface of the mastoid in the posterior view (Fig. 4), 7- 
intermastoid distance (IMD): the distance between the low-
est point of the right and left mastoid triangles in the pos-
terior view (Fig. 4), 8-intermastoid lateral surface distance 

(IMLSD): the distance between the most prominent convex 
surfaces points of the right and left mastoid triangles in the 
posterior view (Fig. 4), and mastoid medial convergence 
angle (MMCA): the angle between 2 lines drawn from the 
most prominent right and left mastoid points in the posteri-
or view (Fig. 4).

Two experienced oral and maxillofacial radiologists per-
formed all measurements within 2 weeks. Due to the high 
agreement between and within the 2 observers according to 
the intraclass correlation coefficient (ICC), measurements 
from 1 observer were used to generate the classification 
models. Since no significant differences were found be-
tween the left-side and right-side measurements, the right-
side measurements were used to develop the classification 
models. In each classification model, the 9 measurements 
mentioned above were used as inputs and the individual’s 

Fig. 2. Mastoid length (ML) and mastoid height (MH) measure-
ments on a 3-dimensional cone-beam computed tomographic im-
age, created using the linear measurement tool in the OnDemand 
software. 

Fig. 1. Mastoid length (ML), the distance between the porion and 
the mastoidale (PM) and the distance between the mastoidale and 
the mastoid incision (MI) measurements on a 3-dimensional cone-
beam computed tomographic image, created using the linear mea-
surement tool in the OnDemand software. 

Fig. 3. The mastoid width (MW) is indicated on the left and right 
sides on a 3-dimensional cone-beam computed tomographic image, 
created using the linear measurement tool in the OnDemand soft-
ware.
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sex was the output variable. R version 3.4.1 (R Foundation 
for Statistical Computing, Vienna, Austria) was used for 
the analysis.

The current study aimed to use different data mining 
approaches to determine sex based on the dimensions and 
convexity and internal angles of mastoid process mea-
surements. Accordingly, various predictive models were 
made and their predictive performance was compared. The 
different classifiers used in this study were support vector 
machine, neural networks, naive Bayes, random forest, 
k-nearest neighbor, linear discriminant analysis, and logis-
tic regression. The methods are briefly described below.

K-nearest neighbor
The k-nearest neighbor method is based on a distance 

function for pairs of observations, such as the Euclidean 
distance or 1 minus the correlation coefficient. For each 
element in the test set, the k closest observations are found 
in the training set, and the class is predicted by a majority 
vote (i.e., choosing the class that is most common among 
those k neighbors). In this study, the number of neigh-
bors (k) for the nearest neighbor predictor was selected by 
cross-validation.21

Neural networks
Artificial neural networks (ANNs) consist of several in-

terconnected neurons that are positioned in at least 3 layers 

(input, hidden, and output). Learning in ANNs occurs by 
adjusting the weights of the connections between nodes of 
subsequent layers. The multilayer perceptron is the most 
commonly used feed-forward neural network, in which 
the output of neurons is calculated by applying a nonlinear 
activation function. The functional form of the multilayer 
perceptron can be written as follows:

yi = F (  Wij Xi + bj)

Where Xi denotes the i-th value in the previous layer for 
input variables, Wij denotes the weights, bj is the bias, and 
yi is the output variable in the present layer, while F can be 
considered as any activation function used in the present 
layer. In this study, the number of neurons in the hidden 
layers was chosen by cross-validation.21

Naive Bayes
A naive Bayes classifier is a probabilistic classifier based 

on applying Bayes’ theorem. This classifier assigns a new 
observation to the most probable class. Let x = [x1, x2,  
. . . , xn]∈Rn be the input vector, whose class label is un-
known. According to Bayes’ theorem, x is assigned to the  
class yi if: P (yi

 | x)>P (yj
 | x) ∀i ≠ j, where P (yi

 | x) is a 
posteriori probability of class yi given the vector of x.21

Random forest
Random forest is an algorithm for classification that 

uses an ensemble of classification trees. Each of the clas-
sification trees is built using a bootstrap sample of the 
data, and at each split, the candidate set of variables is a 
random subset of the variables. The outputs of all trees 
are aggregated to produce a single final classification; 
specifically, the object belongs to the class with the ma-
jority of predictions given by the trees in the random for-
est.29

Logistic regression
Logistic regression, as a probabilistic statistical model, 

measures the relationship between a categorical output 
variable and one or more independent variables. The lo-
gistic function can be written as:

          π                  P (y = 1)
log (--------)= log (-------------)= β
       1-π              P (y = 0)

Where π, is the probability of observation to the first cat-
egory of the output variable (y), Xj is the input variable, 
and β is the regression coefficient estimated by the model 
for this variable21. 

Fig. 4. Mastoidale flare (MF), intermastoidale distance (IMD), 
intermastoidale lateral surface distance (IMLSD), and mastoidale 
medial convergence angle (MMCA) measurements on a 3-dimen-
sional cone-beam computed tomographic image, created using the 
linear measurement tool in OnDemand software. 
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Linear discriminant analysis
Linear discriminant analysis is a dimensionality reduc-

tion method used to find a linear combination of input 
variables that provides the most separation between 2 or 
more classes with the best performance. These discrimi-
nant functions are linear with respect to the characteristic 
vector, and usually have the following form:

f (t) = WX + b0

Where w represents the weight vector, x the characteristic 
vector, and b0 a threshold. Discriminant weights (w) are 
estimated by ordinary least squares, so that the ratio of the 
variance within the k groups to the variance between the k 
groups is minimal.21

Support vector machine
The support vector machine method is a supervised 

learning technique that attempts to find the hyperplanes 
that produce the largest separation between the decision 
function values for the instances located on the borderline 
between the 2 classes.

In a binary classification model, given a training set of 
instance-label pairs (xi, yi) i = 1,2, …, N where xi∈Rp and 
y∈{-1, + 1}, the support vector machine can be regard-
ed as the solution of the following quadratic optimization 
problem:

  min     1
            ---- WTW + C   γi
W,b,γ    2

subject to yi
 (WT φ(xi) + b)≥1-γi, γi≥0

Where the training data are mapped to a higher dimen-
sional space by the function φ and C is a user-defined 
penalty parameter on the training error that controls the 
trade-off between classification errors and the complexity 
of the model. By finding the parameters w and b for a giv-
en training set, the decision function can be formulated as 
follows:

f (x) = sign (WT φ(x) + b)

The support vector machine technique can derive the 
optimal hyperplane for nonlinearly separated data with 
mapping the imputation data into an n-dimensional space 
using the kernel function (K(xi, xj)=φ(xi)T φ(xj)). There are 
4 basic kernels: linear, polynomial, radial basic function, 
and sigmoid. The tuning parameters for support vector ma-
chines were optimally determined by a grid search using 
cross-validation.22

Evaluation criteria
In the classification algorithms, the primary or original 

dataset was divided into training and test datasets. The 
model was constructed using the training dataset, while the 
test dataset was used to validate and calculate the model 
accuracy.

The predictive performance of different predictive mod-
els in terms of accuracy was tested by 10 rounds of 10-fold 
cross-validation. Accuracy was defined as follows: 

Accuracy =  (True positive + True negative)/(True posi-
tive + False positive + True negative + False 
negative) = (Correctly classified instances)/ 

(Total instances)

Some studies reported misclassification rates obtained by 
applying their classifier to a single splitting of the test and 
training set. The evaluation of classifiers based on a single 
test set may appear very impressive depending on the data 
splitting process. However, in the present study, to avoid 
the overfitting problem, we performed 10 rounds of 10-
fold cross-validation to evaluate the classifiers. In this tech-
nique, the original data are randomly subdivided into 10 
subgroups, and the prediction model is formed each time 
based on 9 subgroups and then evaluated and tested with 
the remaining subset. This process of training and testing is 
repeated and the overall accuracy of the prediction model 
is calculated as the average of these iterations.21,22

Results
The samples consisted of 105 (55.3%) women and 85 

(44.7%) men. The mean age of women (34.5±15.3 years) 
did not significantly differ from that of men (34.9±13.1 
years). The results of the comparison of landmarks be-
tween the sexes are presented in Table 1. According to the 
t-test results, there was a statistically significant difference 
between the sexes in all variables except MF and MMCA. 
Furthermore, all measures except MW had higher values in 
men than in women. 

The results of the different classification models for pre-
dicting sex based on the average accuracy of the 100 iter-
ations are presented in Table 2. All models, except for the 
radial kernel neural network model, had a prediction accu-
racy of over 90.0% for both the test and training sets. The 
random forest classification model, with an accuracy of 
97.0%, showed the best performance in predicting sex.

To identify the most important variables in the random 
forest prediction model, the mean decrease in accuracy 
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and the Gini index were used. The results are presented in 
Figure 5. Based on the results of both indices, IMSLD and 
IMD made the largest contributions to predicting sex, while 
the MMCA variable had the least significant role.

Discussion
In the current study, the performance of different data 

mining methods in predicting sex based on the bone di-
mensions of the mastoid process was investigated. The re-
sults showed that the random forest classification model, 
with an accuracy of 97.0%, had the best performance in 

predicting sex. Moreover, in this model, the IMSLD and 
IMD variables made the most significant contributions to 
predicting sex.

Given the extensive use and superior performance of 
data mining models in various domains, this study evalu-
ated the performance of these models in predicting sex in 
forensic settings.

In principle, there is no biological or mathematical rea-
son why one particular classification method should be bet-
ter than others for the prediction of the outcome in a certain 
field. Generally, finding the best method for the classifi-
cation of different datasets is challenging, and identifying 
the optimal classifier for a given data set requires extensive 
investigation.

Most studies on sex determination in the forensic area 
have used classical methods such as linear discrimina-
tion analysis and logistic regression. Therefore, it was 

Table 1. Comparison of variables in both sexes (mm)

Variable    Female        Male P-value

PM 28.3±3.1 33.3±3.2 p<0.05
ML 32.9±2.8 36.3±3.1 p<0.05
MI 20.1±3.1 24.1±3.6 p<0.05
MH 16.9±2.6 23.5±2.4 p<0.05
MW 19.0±2.2 17.5±1.9 p<0.05
MF 17.3±2.4 17.5±2.8 p>0.05
IMD 98.4±4.3 107.5±4.6 p<0.05
IMSLD 117.4±5.0 126.8±3.8 p<0.05
MMCA 68.1±9.8 69.5±10.1 p>0.05

PM: the distance between the porion and the right mastoidale, ML: right 
mastoid length, MI: the distance between the mastoidale and the right 
mastoid incision, MH: right mastoid height, MW: right mastoid width, MF: 
the distance between the lower point of the mastoid triangle and the most 
prominent convex surface of the right mastoid, IMD: intermastoid distance, 
IMSLD: the distance between the most prominent convex surface points of 
the right and left mastoid triangles, MMCA: the angle between two lines 
drawn from the most prominent right and left mastoid points 

Table 2. Comparison of the performance accuracy of different 
classification models for sex determination

Prediction model
            Accuracy

Test Training

Support vector machine 0.927 0.937
Artificial neural networks 0.841 0.847
Random forest 0.969 0.975
K-nearest neighbors 0.909 0.919
Logistic regression 0.917 0.925
Naïve Bayes 0.925 0.931
Linear discriminant analysis 0.919 0.923

Fig. 5. Importance of the investigated variables for sex determination in term of mean decreased accuracy and Gini indices. IMSLD: inter-
mastoid lateral surface distance, IMD: intermastoid distance, PM: distance between the porion and the right mastoidale, MH: right mastoid 
height, ML: distance between the mastoidale and the right mastoid incision, MW: right mastoid width, MI: distance between the mastoi-
dale and the right mastoid incision, MF: distance between the lower point of mastoid triangle and the most prominent convex surface of 
right mastoid, MMCA: angle between 2 lines drawn from the most prominent right and left mastoid points.
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not possible to directly compare the results of this study 
with those of other studies. Nonetheless, the findings of 
the present study can be interpreted in light of previous 
research on the use of the mastoid process for sex deter-
mination.14-20

Ibrahim et al.16 studied 388 computed tomography scans 

(231 men and 157 women) to present a new equation for 
sex determination using the mastoid triangle in the Ma-
laysian population in 2018. The parameters of the study 
included the 3 sides of the rightmost triangle, its circumfer-
ence, and its area on both sides. A comparison of mean val-
ues showed no significant difference between the right and 
left sides in either sex. Significant differences were found 
between males and females for the mean values of all mea-
sured parameters. The sum of sizes of the mastoid triangle 
was the best parameter for sex determination. The discrim-
ination model presented a 84.4% classification accuracy.

Bhayya et al.13 studied the prediction of sex using the 
mastoid process in 2018. In their study, 50 adult skulls 
were examined. The parameters studied were length, width, 
anterior-posterior thickness, size, and area of the mastoid. 
Measurements were made using a sliding Vernier caliper. 
Discriminant function analysis was performed for all vari-
ables that correctly classified 82% of the samples. Mastoid 
length and size had a significant effect on sex determina-
tion. However, in the present study, measurements were 
made on 3-dimensional images generated from CBCT data, 
using the linear and angular measurement tools in the On-
Demand software, which led to greater accuracy in mea-
surements.

Amin et al.11 investigated the size, surface area, and in-
ternal convergence angle of the mastoid process in a sam-
ple of 192 3-dimensional skull images for sex determina-
tion in 2015. These images were obtained using DICOM 
images of CBCT scans. The mastoid component correctly 
classified sex in 90.6% of the samples, and the mastoid 
interval was the best parameter for determining sex. Con-
sistent with the present study, Amin et al. found that mas-
toid width was higher in women than in men.

Sujaritham et al.30 performed a study in 2011 to develop 
a discriminant function to identify sex in the Thai popu-
lation-based on mastoid height and length. In their study, 
150 skulls were divided into 2 groups. The first group 
consisted of 100 skulls (50 from women and 50 from 
men). The second group, including 25 men and women, 
was used to evaluate the obtained discriminant function. 
In that study, the following 4 parameters were assessed: 
left mastoid width, right mastoid width, left mastoid 
height, and right mastoid height. The mean mastoid size 

on both the right and left sides was significantly higher in 
men than in women. The accuracy of the discrimination 
function was 82% and 78% for the training and test sets, 
respectively. Consistent with the present study, their study 
found a significant difference in mastoid length and width 
between men and women.

The discrepancies in the accuracy of the discriminant 
model obtained in different studies underscore the exis-
tence of variations in the skulls of individuals in various 
populations that are affected by the environment and 
nutrition. Furthermore, the position of skull landmarks 
varies slightly between different populations. Similarly, 
discrepancies in the accuracy obtained using various dis-
criminant models can be due to differences in study de-
sign and research methods.

It should be noted that any prediction model presented 
based on the dimensions of the mastoid triangle is high-
ly dependent on the population under study, since envi-
ronmental, genetic, nutritional, and immigration-related 
factors affect the shape and size of the mastoid bone in 
various populations. For this reason, the results of a study 
conducted in a specific population cannot be generalized 
to other populations. Therefore, to use the results of this 
model, it is recommended to consider these limitations, 
and if possible, comparable studies should be performed 
on a broader database.

In this study, the random forest model showed superi-
or predictive performance compared to the other predic-
tion algorithms for sex determination based on mastoid 
parameters. These results demonstrate the possibility of 
developing an accurate tool using data mining algorithms 
for sex determination in the forensic framework. Howev-
er, to find the best model for sex determination, additional 
studies with larger data sets from different geographical 
areas will lead to more reliable results.
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