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#### Abstract

It is known that the kneading matrix associated with a continuous piecewise monotone self-map of an interval contains crucial combinatorial information of the map and all its iterates, however for every iterate of such a map we can associate its kneading matrix. In this paper, we describe the relation between kneading matrices of maps and their iterates for a family of chaotic maps. We also give a new definition for the kneading matrix and describe the relationship between the corresponding determinant and the usual kneading determinant of such maps.


## 1. Introduction

Continuous piecewise monotone self-maps of a compact interval in the real line provide interesting examples of discrete dynamical systems $[3,4,9,10]$, however their behaviour can be very complicated. As defined in [7], an element $f \in \mathcal{C}(I)$, where $I=[a, b]$ is a compact interval in $\mathbb{R}$ and $\mathcal{C}(I)$ denotes the set of all continuous self-maps of $I$, is said to be piecewise monotone if there exists a partition $a=c_{0}<c_{1}<\cdots<c_{m}<c_{m+1}=b$ of $I$ such that the restriction of $f$ to subintervals $I_{j}=\left[c_{j-1}, c_{j}\right]$ is strictly monotone for $1 \leq j \leq m+1$. Let $f \in \mathcal{M}(I)$, the set of all piecewise monotone mappings in $\mathcal{C}(I)$, and suppose that the minimal choice for the $c_{i}$ 's is made so that $f$ is not monotone in any neighbourhood of $c_{i}$ for $1 \leq i \leq m$. Then the points $c_{1}, c_{2}, \ldots, c_{m}$ are called the turning points of $f$ and the subintervals $I_{j}, j=1,2, \ldots, m+1$, the laps of $f$. An $f \in \mathcal{M}(I)$ with exactly one turning point is called a unimodal map. For $f \in \mathcal{M}(I)$, let $T(f)$ denote the set of turning points of $f,|T(f)|$ the number of turning points of $f$ and $L(f)$ the set of laps of $f$.

The set $\mathcal{M}(I)$ is closed with respect to composition of maps. In fact,

$$
\begin{equation*}
T(f \circ g)=\left(T(g) \cup g^{-1}(T(f))\right) \cap(a, b) . \tag{1.1}
\end{equation*}
$$

[^0]So, in particular, if $f \in \mathcal{M}(I)$, then $f^{k} \in \mathcal{M}(I)$ such that

$$
\begin{equation*}
T\left(f^{k}\right)=\left\{x \in(a, b): f^{l}(x) \in T(f) \text { for some } 0 \leq l \leq k-1\right\} \tag{1.2}
\end{equation*}
$$

for each $k \in \mathbb{N}$, where for each $k \geq 0, f^{k}$ denotes the $k$-th order iterate of $f$ defined recursively by

$$
f^{0}:=\operatorname{id}_{I} \text { and } f^{k}:=f \circ f^{k-1},
$$

$\mathrm{id}_{I}$ being the identity map on $I$. On the other hand, if $f, g \in \mathcal{C}(I)$ such that $f \circ g \in \mathcal{M}(I)$, then $g \in \mathcal{M}(I)$. In particular, if $f \in \mathcal{C}(I)$ such that $f^{k} \in \mathcal{M}(I)$ for some $k \in \mathbb{N}$, then $f \in \mathcal{M}(I)$.

Milnor and Thurston, in their kneading theory $[6,7]$ to study the iterates of mappings in $\mathcal{M}(I)$, have associated with each element of $\mathcal{M}(I)$ a matrix and a determinant called the kneading matrix and kneading determinant, respectively. In some sense, this matrix contains most of the crucial combinatorial information of the map and all its iterates [2,11]. Moreover, it is proved in [7] that these matrix and determinant are invariant under orientation-preserving conjugacy. Being an important area of research in symbolic dynamics, kneading theory has been developed in various aspects, see for example, kneading theory for piecewise monotone maps with discontinuities [11], tree maps [1], triangular maps [5] and circle maps [8].

In this paper, we investigate some dynamical behaviours of mappings in $\mathcal{M}_{0}(I)$, a specific yet very important subclass of $\mathcal{M}(I)$ consisting of all chaotic maps whose restrictions to each of their laps are onto. The kneading matrix of an $f \in \mathcal{M}(I)$ with $m$ turning points is an $m \times(m+1)$ matrix with entries from the ring of formal power series with integer coefficients. Moreover, the iterates of $f$ satisfy the ascending relation

$$
|T(f)| \leq\left|T\left(f^{2}\right)\right| \leq\left|T\left(f^{3}\right)\right| \leq \cdots
$$

Therefore the process of finding the kneading matrices of higher-order iterates of $f$ involves tedious computations. In the next section, with a view to introduce some notations and recall some definitions, we give a brief account of MilnorThurston's kneading theory for mappings in $\mathcal{M}(I)$. For arbitrary $f, g \in \mathcal{M}_{0}(I)$, in Section 3 we prove that the composite maps satisfy either of the matrix identities

$$
N(f \circ g ; t)=N(g \circ f ; t) \text { or } N(f \circ g ; t)=-S_{k} N(g \circ f ; t) S_{k+1}
$$

for some $k \in \mathbb{N}$, where $S_{k}$ denotes the $k \times k$ matrix $\left[k_{i j}\right]$ defined by

$$
k_{i j}= \begin{cases}1 & \text { if } i+j=k+1 \\ 0 & \text { otherwise }\end{cases}
$$

Then we prove the identities

$$
\begin{equation*}
M(f ; t)=\mathcal{I}_{m} M(h ; t) R_{3 \times(m+1)} \tag{1.3}
\end{equation*}
$$

and

$$
M(f ; t)=\left[\begin{array}{cc}
\mathcal{I}_{m-1} & \mathbb{O}_{(m-1) \times 1}  \tag{1.4}\\
\mathbb{O}_{1 \times 2} & 1
\end{array}\right] M(\tilde{h} ; t) R_{4 \times(m+1)}
$$

for mappings in $\mathcal{M}_{0}(I)$. Here $h$ and $\tilde{h}$ denote respectively the bimodal and trimodal uniformly piecewise linear maps in $\mathcal{M}_{0}(I), \mathbb{O}_{k \times l}$ the zero matrix of order $k \times l, \mathbb{I}_{k}$ the identity matrix of order $k, \mathcal{I}_{k}$ the transpose of $\left[\mathbb{I}_{2} \mathbb{I}_{2} \cdots \mathbb{I}_{2}\right]_{2 \times k}$ for even $k, R_{k \times l}$ the $k \times l$ matrix [ $r_{i j}$ ] defined by

$$
r_{i j}= \begin{cases}1 & \text { if } i=j=1 \text { or } i=k \text { and } j=l, 1 \leq i \leq k, 1 \leq j \leq l, \\ 0 & \text { otherwise, }\end{cases}
$$

and $M(f ; t)=N(f ; t)-N_{0}(f ; t)$, where $N_{0}(f ; t)$ is the $m \times(m+1)$ matrix $\left[N_{i j}^{0}(f ; t)\right]$ given by

$$
N_{i j}^{0}(f ; t)=\left\{\begin{array}{cl}
-1 & \text { if } j=i, 1 \leq i \leq m, 1 \leq j \leq m+1 \\
1 & \text { if } j=i+1,1 \leq i \leq m, 1 \leq j \leq m+1 \\
0 & \text { otherwise }
\end{array}\right.
$$

The identities (1.3) and (1.4) describe the relation between kneading matrices of mappings in $\mathcal{M}_{0}(I)$ with that of uniformly piecewise linear maps whose dynamical behaviours are relatively easy to investigate. We also prove similar identities which relate kneading matrices of mappings in $\mathcal{M}_{0}(I)$ with that of their iterates. Finally, in Section 4, we define the modified kneading matrix for such maps and exhibit a relation between the corresponding determinant and the usual kneading determinant.

## 2. Preliminaries

In this section, through a brief introduction to Milnor-Thurston's kneading theory, we introduce the notations and definitions that are used in our further discussions. For the entirety of this section, unless otherwise stated, let $f \in$ $\mathcal{M}(I)$ with

$$
T(f)=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\} \text { and } L(f)=\left\{I_{1}, I_{2}, \ldots, I_{m+1}\right\},
$$

where $I_{j}=\left[c_{j-1}, c_{j}\right]$ for $1 \leq j \leq m+1$. We recall several formal power series associated with the map $f$, which serves as raw ingredients to develop this kneading theory.

Let $V$ be the $(m+1)$-dimensional vector space over $\mathbb{Q}$ with an ordered basis the set of formal symbols $I_{1}, I_{2}, \ldots, I_{m+1}$ and $V[[t]]$ be the $\mathbb{Q}[[t]]$-module consisting of all formal power series with coefficients in $V$. For $x \in I$ and $k \geq 0$, let

$$
A_{k}(x, f):=\left\{\begin{array}{lll}
I_{j} & \text { if } \quad f^{k}(x) \in I_{j}, 1 \leq j \leq m+1 \text { and } f^{k}(x) \notin T(f), \\
C_{i} & \text { if } \quad f^{k}(x)=c_{i}, 1 \leq i \leq m,
\end{array}\right.
$$

where $C_{i}:=\frac{1}{2}\left(I_{i}+I_{i+1}\right)$ for $1 \leq i \leq m$. The symbol $A_{0}(x, f)$ is called the address of $x$.

For each subinterval $I^{\prime}$ of $I$, we write $f \nearrow I^{\prime}$ (resp. $f \searrow I^{\prime}$ ) to mean $f$ is strictly increasing (resp. strictly decreasing) on $I^{\prime}$. For each symbol $I_{j}$, define the sign by

$$
\epsilon\left(I_{j}\right)=\left\{\begin{array}{lll}
+1 & \text { if } & f \nearrow I_{j}, \\
-1 & \text { if } & f \searrow I_{j},
\end{array}\right.
$$

and for each of the vector $C_{j}$ corresponding to the turning point $c_{j}$, let $\epsilon\left(C_{j}\right):=$ 0 . For each $x \in I$, let $\epsilon_{k}(x, f):=\epsilon\left(A_{k}(x, f)\right)$ for $k \geq 0$, and

$$
\theta_{0}(x, f):=A_{0}(x, f) \text { and } \theta_{k}(x, f):=\left(\prod_{l=0}^{k-1} \epsilon_{l}(x, f)\right) A_{k}(x, f) \text { for } k \geq 1
$$

The corresponding formal power series is defined by

$$
\theta(x, f ; t)=\sum_{k \geq 0} \theta_{k}(x, f) t^{k}
$$

Consider $V[[t]]$ in the formal power series topology in which the submodules $t^{k} V[[t]]$ form a basis for the neighbourhoods of zero. For each $x \in[a, b)$ and $k \geq 0$, let

$$
x+:=\operatorname{id}_{I}(x+), A\left(f^{k}(x+)\right):=\lim _{y \downarrow x} A_{k}(y, f), \epsilon_{k}(x+, f):=\lim _{y \downarrow x} \epsilon_{k}(y, f)
$$

and $\theta_{k}(x+, f):=\lim _{y \downarrow x} \theta_{k}(y, f)$. The corresponding left-hand limits are defined similarly. Then it follows that

$$
\epsilon_{k}(x+, f)=\epsilon\left(A_{k}(x+, f)\right) \text { for } x \in[a, b), k \geq 0
$$

and

$$
\epsilon_{k}(x-, f)=\epsilon\left(A_{k}(x-, f)\right) \text { for } x \in(a, b], k \geq 0
$$

where $A_{k}(x+, f)$ and $A_{k}(x-, f)$ denote $A\left(f^{k}(x+)\right)$ and $A\left(f^{k}(x-)\right)$, respectively. Moreover,

$$
A_{k}\left(c_{i}+, f\right)=A_{k}\left(c_{i}-, f\right)
$$

for $1 \leq i \leq m$ and $k \in \mathbb{N}$. For each $x \in[a, b)$, let $\theta(x+, f):=\lim _{y \downarrow x} \theta(y, f)$ and for each $x \in(a, b]$, let $\theta(x-, f):=\lim _{y \uparrow x} \theta(y, f)$. Then $\theta(x+, f ; t)=\sum_{k \geq 0} \theta_{k}(x+, f) t^{k}$ for $x \in[a, b)$ and $\theta(x-, f ; t)=\sum_{k \geq 0} \theta_{k}(x-, f) t^{k}$ for $x \in(a, b]$.

As defined in [7], the formal power series $\theta\left(c_{i}+, f ; t\right)-\theta\left(c_{i}-, f ; t\right)$ is called the $i^{\text {th }}$ kneading increment $\nu\left(c_{i}, f ; t\right)$ of $f$ for $1 \leq i \leq m$. The matrix $N(f ; t)=$ [ $\left.N_{i j}(f ; t)\right]$ of order $m \times(m+1)$, with entries in $\mathbb{Z}[[t]]$, obtained by setting
$\nu\left(c_{i}, f ; t\right)=N_{i 1}(f ; t) I_{1}+N_{i 2}(f ; t) I_{2}+\cdots+N_{i, m+1}(f ; t) I_{m+1}$, for $1 \leq i \leq m$, is called the kneading matrix of $f$. We can write the matrix $N(f ; t)$ as a power series $\sum_{k \geq 0}\left[N_{i j}^{k}(f ; t)\right] t^{k}$ where the coefficients $\left[N_{i j}^{0}(f ; t)\right],\left[N_{i j}^{1}(f ; t)\right], \ldots$ are
matrices with integer entries. For $k=0$, the matrix $\left[N_{i j}^{0}(f ; t)\right]$ is given by

$$
\left[N_{i j}^{0}(f ; t)\right]=\left[\begin{array}{cccccccc}
-1 & 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & -1 & 1 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & -1 & 1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & -1 & 1
\end{array}\right]_{m \times(m+1)}
$$

and in fact, it is independent of the mapping $f$. Let $N_{k}(f ; t)$ denote the matrix $\left[N_{i j}^{k}(f ; t)\right]$ for $k \geq 0$, and $M(f ; t):=\sum_{k \geq 1} N_{k}(f ; t) t^{k}$. For $1 \leq j \leq m+1$, let $N^{(j)}(f ; t)$ denote the $m \times m$ matrix obtained by deleting the $j^{\text {th }}$ column of $N(f ; t)$. Then the power series $(-1)^{j+1}\left(1-\epsilon\left(I_{j}\right) t\right)^{-1} \operatorname{det}\left(N^{(j)}(f ; t)\right)$ is indeed independent of the choice of $j$ for $1 \leq j \leq m+1$ and this common expression, denoted by $D(f ; t)$, is called the kneading determinant of $f([7])$.

## 3. Kneading matrices of iterates of $\boldsymbol{f}$

For each $f \in \mathcal{C}(I)$, let $\mathcal{I}_{f}:=\left\{f^{k} \mid k \geq 0\right\}$, the set of iterates of $f$. As noted in the introduction, the kneading matrix $N(f ; t)$ of any $f \in \mathcal{M}(I)$ contains some important combinatorial information concerning all the elements of $\mathcal{I}_{f}$ and hence that of $\mathcal{I}_{f^{k}}$ for any $k \in \mathbb{N}$, because $\mathcal{I}_{f^{k}} \subseteq \mathcal{I}_{f}$. Motivated by this observation, we expect that $N\left(f^{k} ; t\right)$ and $N(f ; t)$ are related for every $k \in \mathbb{N}$. But the problem of finding a matrix equation that relates these two matrices is not so trivial, as the order of these matrices are different and moreover the problem of computing the kneading matrix of a map is very hard. In this section, we derive matrix equations that relate the kneading matrices of function and its iterates for a particular family of chaotic piecewise monotone maps, namely

$$
\mathcal{M}_{0}(I)=\{f \in \mathcal{M}(I): f(T(f) \cup\{a, b\}) \subseteq\{a, b\}\}
$$

the set of all continuous piecewise monotone self-maps of $I$ which are onto on each of their laps.

For each $k \in \mathbb{N}$ and $n_{1}, n_{2}, \ldots, n_{k} \in \mathbb{N} \cup\{0\}$, let

$$
S\left(n_{1}, n_{2}, \ldots, n_{k}\right):=\sum_{j=1}^{k} S_{j}\left(n_{1}, n_{2}, \ldots, n_{k}\right)
$$

where for $1 \leq j \leq k$, let

$$
S_{j}\left(n_{1}, n_{2}, \ldots, n_{k}\right):=\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{j} \leq k} n_{i_{1}} n_{i_{2}} \cdots n_{i_{j}} .
$$

Proposition 3.1. (1) If $f_{1}, f_{2}, \ldots, f_{k} \in \mathcal{M}_{0}(I)$, then

$$
\left|T\left(f_{1} \circ f_{2} \circ \cdots \circ f_{k}\right)\right|=S\left(\left|T\left(f_{1}\right)\right|,\left|T\left(f_{2}\right)\right|, \ldots,\left|T\left(f_{k}\right)\right|\right) .
$$

(2) If $f \in \mathcal{M}_{0}(I)$ such that $|T(f)|=m$, then $\left|T\left(f^{k}\right)\right|=(m+1)^{k}-1, \forall k \in \mathbb{N}$.
(3) $\left|T\left(f^{k}\right)\right| \equiv|T(f)|(\bmod 2), \forall f \in \mathcal{M}_{0}(I)$ and $\forall k \in \mathbb{N}$.

Proof. We prove the first result by mathematical induction on $k$. For any $f_{1} \in \mathcal{M}_{0}(I)$, we have $S\left(\left|T\left(f_{1}\right)\right|\right)=S_{1}\left(\left|T\left(f_{1}\right)\right|\right)=\left|T\left(f_{1}\right)\right|$, and therefore the result is true for $k=1$.

To prove the result for $k=2$, consider any $f_{1}, f_{2} \in \mathcal{M}_{0}(I)$ such that $\left|T\left(f_{1}\right)\right|=m_{1}$ and $\left|T\left(f_{2}\right)\right|=m_{2}$. If both $m_{1}$ and $m_{2}$ are zero, then $f_{1}, f_{2}$ and hence $f_{1} \circ f_{2}$ is strictly monotone on $I$, implying that $\left|T\left(f_{1} \circ f_{2}\right)\right|=0=$ $S(0,0)=S\left(m_{1}, m_{2}\right)$. If $m_{1}=0$ and $m_{2} \neq 0$, then by (1.1), $T\left(f_{1} \circ f_{2}\right)=T\left(f_{2}\right)$, and hence

$$
\left|T\left(f_{1} \circ f_{2}\right)\right|=m_{2}=S\left(0, m_{2}\right)=S\left(m_{1}, m_{2}\right) .
$$

If $m_{1} \neq 0$ and $m_{2}=0$, then again by (1.1), $T\left(f_{1} \circ f_{2}\right)=f_{2}^{-1}\left(T\left(f_{1}\right)\right) \cap(a, b)$. Since $f_{2}$ is strictly monotone on $I$, it follows that $\left|f_{2}^{-1}\left(T\left(f_{1}\right)\right) \cap(a, b)\right|=\left|T\left(f_{1}\right)\right|$, and therefore

$$
\left|T\left(f_{1} \circ f_{2}\right)\right|=\left|T\left(f_{1}\right)\right|=m_{1}=S\left(m_{1}, 0\right)=S\left(m_{1}, m_{2}\right) .
$$

Now, let both $m_{1}$ and $m_{2}$ be non-zero. Let

$$
\begin{gathered}
T\left(f_{1}\right)=\left\{c_{1}, c_{2}, \ldots, c_{m_{1}}\right\}, T\left(f_{2}\right)=\left\{d_{1}, d_{2}, \ldots, d_{m_{2}}\right\}, \\
L\left(f_{1}\right)=\left\{I_{1}, I_{2}, \ldots, I_{m_{1}+1}\right\} \text { and } L\left(f_{2}\right)=\left\{J_{1}, J_{2}, \ldots, J_{m_{2}+1}\right\},
\end{gathered}
$$

where $a=c_{0}<c_{1}<\cdots<c_{m_{1}}<c_{m_{1}+1}=b, I_{j}=\left[c_{j-1}, c_{j}\right]$ for $1 \leq j \leq m_{1}+1$, $a=d_{0}<d_{1}<d_{2}<\cdots<d_{m_{2}}<d_{m_{2}+1}=b$ and $J_{i}=\left[d_{i-1}, d_{i}\right]$ for $1 \leq i \leq$ $m_{2}+1$. Since $f_{2}\left(T\left(f_{2}\right)\right) \subseteq\{a, b\}$, by using (1.1), we have

$$
\begin{equation*}
T\left(f_{1} \circ f_{2}\right)=T\left(f_{2}\right) \bigsqcup\left(\bigsqcup_{j=0}^{m_{2}}\left(f_{2}^{-1}\left(T\left(f_{1}\right)\right) \cap\left(d_{j}, d_{j+1}\right)\right)\right), \tag{3.1}
\end{equation*}
$$

where $\sqcup$ indicates that the union is disjoint. Now for $0 \leq j \leq m_{2}$ and $1 \leq$ $i \leq m_{1}$, since $f_{2}$ is strictly monotone on $\left(d_{j}, d_{j+1}\right)$, there exists unique $p_{i} \in$ $\left(d_{j}, d_{j+1}\right)$ such that $f_{2}\left(p_{i}\right)=c_{i}$. That is, $f_{2}^{-1}\left(c_{i}\right) \cap\left(d_{j}, d_{j+1}\right)$ is a singleton set for $1 \leq i \leq m_{1}$ and $0 \leq j \leq m_{2}$. Hence from (3.1), we have

$$
\begin{aligned}
\left|T\left(f_{1} \circ f_{2}\right)\right| & =\left|T\left(f_{2}\right)\right|+\sum_{j=0}^{m_{2}}\left|f_{2}^{-1}\left(T\left(f_{1}\right)\right) \cap\left(d_{j}, d_{j+1}\right)\right| \\
& =m_{2}+\sum_{j=0}^{m_{2}} \sum_{i=1}^{m_{1}}\left|f_{2}^{-1}\left(c_{i}\right) \cap\left(d_{j}, d_{j+1}\right)\right| \\
& =m_{2}+\sum_{j=0}^{m_{2}} \sum_{i=1}^{m_{1}} 1 \\
& =m_{2}+m_{1}\left(m_{2}+1\right) \\
& =m_{1}+m_{2}+m_{1} m_{2}=S\left(m_{1}, m_{2}\right) .
\end{aligned}
$$

Therefore the result is true for $k=2$. Now suppose that the result is true for certain $k \geq 2$. In order to prove the result for $k+1$, consider any $f_{1}, f_{2}, \ldots, f_{k+1}$
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in $\mathcal{M}_{0}(I)$ such that $\left|T\left(f_{j}\right)\right|=m_{j}$ for $1 \leq j \leq k+1$. Let $g=f_{1} \circ f_{2} \circ \cdots \circ f_{k}$. Then by using the result for the case $k=2$,

$$
\begin{equation*}
\left|T\left(g \circ f_{k+1}\right)\right|=S\left(|T(g)|, m_{k+1}\right)=S_{1}\left(|T(g)|, m_{k+1}\right)+S_{2}\left(|T(g)|, m_{k+1}\right) \tag{3.2}
\end{equation*}
$$

By induction hypothesis,

$$
|T(g)|=S\left(m_{1}, m_{2}, \ldots, m_{k}\right)
$$

Therefore by (3.2), we have

$$
\begin{equation*}
\left|T\left(g \circ f_{k+1}\right)\right|=S\left(m_{1}, m_{2}, \ldots, m_{k}\right)+m_{k+1}+S\left(m_{1}, m_{2}, \ldots, m_{k}\right) m_{k+1} \tag{3.3}
\end{equation*}
$$

Now

$$
\begin{align*}
S_{1}\left(m_{1}, m_{2}, \ldots, m_{k+1}\right) & =S_{1}\left(m_{1}, m_{2}, \ldots, m_{k}\right)+m_{k+1}  \tag{3.4}\\
S_{k+1}\left(m_{1}, m_{2}, \ldots, m_{k+1}\right) & =S_{k}\left(m_{1}, m_{2}, \ldots, m_{k}\right) m_{k+1} \tag{3.5}
\end{align*}
$$

and

$$
\begin{align*}
S_{j}\left(m_{1}, m_{2}, \ldots, m_{k+1}\right)= & S_{j}\left(m_{1}, m_{2}, \ldots, m_{k}\right) \\
& +S_{j-1}\left(m_{1}, m_{2}, \ldots, m_{k}\right) m_{k+1} \tag{3.6}
\end{align*}
$$

for $2 \leq j \leq k$. Therefore by adding (3.4), (3.5) and (3.6), on simplification, we obtain

$$
\begin{aligned}
S\left(m_{1}, m_{2}, \ldots, m_{k+1}\right)= & S\left(m_{1}, m_{2}, \ldots, m_{k}\right)+m_{k+1} \\
& +S\left(m_{1}, m_{2}, \ldots, m_{k}\right) m_{k+1} \\
= & \left|T\left(g \circ f_{k+1}\right)\right|(\text { by }(3.3)) \\
= & \left|T\left(f_{1} \circ f_{2} \circ \cdots \circ f_{k+1}\right)\right| .
\end{aligned}
$$

Thus the result is true for $k+1$ and therefore by mathematical induction it is true for every $k \in \mathbb{N}$. This proves result (1).

In order to prove the second result, consider any $f \in \mathcal{M}_{0}(I)$ such that $|T(f)|=m$ and let $k \in \mathbb{N}$. Put $m_{j}=m$ for $1 \leq j \leq k$. Then

$$
S_{j}\left(m_{1}, m_{2}, \ldots, m_{k}\right)=\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{j} \leq k} m^{j}=\binom{k}{j} m^{j}
$$

for $1 \leq j \leq k$, and therefore

$$
S\left(m_{1}, m_{2}, \ldots, m_{k}\right)=\sum_{j=1}^{k}\binom{k}{j} m^{j}=(m+1)^{k}-1 .
$$

Hence by result (1), we have $\left|T\left(f^{k}\right)\right|=S\left(m_{1}, m_{2}, \ldots, m_{k}\right)=(m+1)^{k}-1$. Result (3) follows from result (2) by noting that $(m+1)^{k}-1 \equiv m(\bmod 2)$.

Now we introduce some particular subsets of $\mathcal{M}_{0}(I)$. Let

$$
\begin{aligned}
\mathcal{M}_{\nearrow}(I) & :=\left\{f \in \mathcal{M}_{0}(I): T(f)=\emptyset, f(a)=a \text { and } f(b)=b\right\}, \\
\mathcal{M}_{\searrow}(I) & :=\left\{f \in \mathcal{M}_{0}(I): T(f)=\emptyset, f(a)=b \text { and } f(b)=a\right\}, \\
\mathcal{M}_{\wedge}(I) & :=\left\{f \in \mathcal{M}_{0}(I): f \text { is unimodal and } f(a)=f(b)=a\right\}, \\
\mathcal{M}_{\vee}(I) & :=\left\{f \in \mathcal{M}_{0}(I): f \text { is unimodal and } f(a)=f(b)=b\right\}, \\
\mathcal{M}_{\mathrm{N}}(I) & :=\left\{f \in \mathcal{M}_{0}(I): T(f) \neq \emptyset, f(a)=a \text { and } f(b)=b\right\}, \\
\mathcal{M}_{И}(I) & :=\left\{f \in \mathcal{M}_{0}(I): T(f) \neq \emptyset, f(a)=b \text { and } f(b)=a\right\}, \\
\mathcal{M}_{\mathrm{M}}(I) & :=\left\{f \in \mathcal{M}_{0}(I): T(f) \neq \emptyset \text { and } f(a)=f(b)=a\right\}, \\
\mathcal{M}_{\mathrm{W}}(I) & :=\left\{f \in \mathcal{M}_{0}(I): T(f) \neq \emptyset \text { and } f(a)=f(b)=b\right\} .
\end{aligned}
$$

Then $\mathcal{M}_{0}(I)$ is indeed the disjoint union of $\mathcal{M}_{\nearrow}(I), \mathcal{M}_{\searrow}(I), \mathcal{M}_{\mathrm{N}}(I), \mathcal{M}_{\boxed{V}}(I)$, $\mathcal{M}_{\mathrm{M}}(I)$ and $\mathcal{M}_{\mathrm{W}}(I)$.

Proposition 3.2. (1) If $f, g \in \mathcal{M}_{0}(I)$, then $f \circ g \in \mathcal{M}_{0}(I)$. This is also true when $\mathcal{M}_{0}(I)$ is replaced by $\mathcal{M}_{\nearrow}(I), \mathcal{M}_{N}(I), \mathcal{M}_{M}(I)$ and $\mathcal{M}_{W}(I)$.
(2) If $f, g \in \mathcal{C}(I)$ such that $f \circ g \in \mathcal{M}_{0}(I)$ and $f^{-1}(\{a, b\}) \subseteq\{a, b\}$, then $g \in \mathcal{M}_{0}(I)$.
(3) If $f^{k} \in \mathcal{M}_{0}(I)$ for some $k \in \mathbb{N}$, then $f \in \mathcal{M}_{0}(I)$. This is also true when $\mathcal{M}_{0}(I)$ is replaced by $\mathcal{M}_{M}(I)$ and $\mathcal{M}_{W}(I)$.

Proof. Let $f, g \in \mathcal{M}_{0}(I)$. Since $f, g \in \mathcal{M}(I)$, clearly $f \circ g \in \mathcal{M}(I)$. Also, since $f(\{a, b\}) \subseteq\{a, b\}$ and $g(\{a, b\}) \subseteq\{a, b\}$, we have $(f \circ g)(\{a, b\}) \subseteq\{a, b\}$. Now, consider any $c \in T(f \circ g)$. Then by (1.1), either $c \in T(g)$ or $c \in g^{-1}(T(f)) \cap$ $(a, b)$. If $c \in T(g)$, then $g(c) \in\{a, b\}$, implying that $(f \circ g)(c) \in\{a, b\}$. If $c \in g^{-1}(T(f)) \cap(a, b)$, then $g(c) \in T(f)$, and hence $(f \circ g)(c) \in\{a, b\}$. Thus

$$
(f \circ g)(T(f \circ g) \cup\{a, b\}) \subseteq\{a, b\}
$$

and therefore $f \circ g \in \mathcal{M}_{0}(I)$. This proves the first part of result (1). Now consider any $f, g \in \mathcal{M}_{N}(I)$. Then by using result (1) for $\mathcal{M}_{0}(I)$, we have $f \circ g \in \mathcal{M}_{0}(I)$. Also, $f(a)=g(a)=a$ and $f(b)=g(b)=b$, implying that $(f \circ g)(a)=a$ and $(f \circ g)(b)=b$. Hence $f \circ g \in \mathcal{M}_{N}(I)$, proving result (1) for $\mathcal{M}_{N}(I)$. The proofs for $\mathcal{M}_{\nearrow}(I), \mathcal{M}_{M}(I)$ and $\mathcal{M}_{W}(I)$ are similar.

In order to prove the second result, consider any $f, g \in \mathcal{C}(I)$ such that $f \circ g \in \mathcal{M}_{0}(I)$ and $f^{-1}(\{a, b\}) \subseteq\{a, b\}$. Since $f \circ g \in \mathcal{M}(I)$, we have $g \in \mathcal{M}(I)$. Since $(f \circ g)(\{a, b\}) \subseteq\{a, b\}$, we have $g(\{a, b\}) \subseteq\{a, b\}$. Now it remains to prove that $g(T(g)) \subseteq\{a, b\}$. So, let $c \in T(g)$. Since $T(g) \subseteq T(f \circ g)$, we get that $(f \circ g)(c) \in\{a, b\}$. Therefore $g(c) \in f^{-1}(\{a, b\})$, implying that $g(c) \in\{a, b\}$, because by assumption $f^{-1}(\{a, b\}) \subseteq\{a, b\}$.

To prove result (3), consider any $f \in \mathcal{C}(I)$ such that $f^{k} \in \mathcal{M}_{0}(I)$ for some $k \in \mathbb{N}$. If $k=1$, then there is nothing to prove. So, let $k>1$. Since $f^{k} \in \mathcal{M}(I)$, we have $f \in \mathcal{M}(I)$.

Case (a): Suppose that $T\left(f^{k}\right)=\emptyset$. Then $T(f)=\emptyset$, implying that $f$ is strictly monotone on $I$. Also, since $f^{k}$ is onto on $I$, so is $f$. Therefore $f(\{a, b\}) \subseteq\{a, b\}$, and hence $f \in \mathcal{M}_{0}(I)$.
Case (b): Suppose that $T\left(f^{k}\right) \neq \emptyset$. Then $T(f) \neq \emptyset$. If $a \in f^{-(k-1)}(a)$, then $f^{k-1}(a)=a$, implying that $f(a)=f\left(f^{k-1}(a)\right)=f^{k}(a) \in\{a, b\}$. If $b \in f^{-(k-1)}(a)$, then $f^{k-1}(b)=a$, and therefore $f(a)=f\left(f^{k-1}(b)\right)=f^{k}(b) \in$ $\{a, b\}$. If $a, b \notin f^{-(k-1)}(a)$, then as $f^{k-1}$ is onto, there exists $c \in(a, b)$ such that $c \in f^{-(k-1)}(a)$. This implies that $c \in T\left(f^{k-1}\right)$, and hence $c \in T\left(f^{k}\right)$, since $T\left(f^{k-1}\right) \subseteq T\left(f^{k}\right)$. Therefore $f^{k}(c) \in\{a, b\}$ so that $f(a)=f\left(f^{k-1}(c)\right)=$ $f^{k}(c) \in\{a, b\}$. This proves that $f(a) \in\{a, b\}$. By a similar argument, it follows that $f(b) \in\{a, b\}$. Now, it remains to prove that $f(T(f)) \subseteq\{a, b\}$. So, let $c \in T(f)$. Since $f^{k-1}$ is onto, there exists $d \in I$ such that $f^{k-1}(d)=$ $c$, implying that $d \in f^{-(k-1)}(c)$. Then $d \in T\left(f^{k}\right)$, since by (1.2) we have $f^{-(k-1)}(T(f)) \subseteq T\left(f^{k}\right)$. So $f^{k}(d) \in\{a, b\}$, and therefore $f(c)=f\left(f^{k-1}(d)\right)=$ $f^{k}(d) \in\{a, b\}$.

For each $m \in \mathbb{N} \cup\{0\}$, let $\mathcal{M}_{M, m}(I):=\left\{f \in \mathcal{M}_{M}(I):|T(f)|=m\right\}$ and $\mathcal{M}_{W, m}(I), \mathcal{M}_{N, m}(I), \mathcal{M}_{\Lambda, m}(I)$ be defined similarly.

Lemma 3.3. For each $m \in \mathbb{N}$, the kneading matrix $N(f ; t)$ is independent of the choice of $f$ in $\mathcal{M}_{M, m}(I)$. This is also true when $\mathcal{M}_{M, m}(I)$ is replaced by $\mathcal{M}_{W, m}(I), \mathcal{M}_{N, m}(I)$ and $\mathcal{M}_{\mathrm{V}, m}(I)$.

Proof. Let $m \in \mathbb{N}$ and $f \in \mathcal{M}_{M, m}(I)$. Then

$$
f\left(c_{i}\right)= \begin{cases}b & \text { if } i \in\{1,3, \ldots, m\}, \\ a & \text { if } i \in\{2,4, \ldots, m-1\},\end{cases}
$$

and

$$
\epsilon\left(I_{j}\right)=\left\{\begin{array}{lll}
+1 & \text { for } & j \in\{1,3,5, \ldots, m\}  \tag{3.7}\\
-1 & \text { for } & j \in\{2,4,6, \ldots, m+1\} .
\end{array}\right.
$$

Since $f(a)=a$ and $f(b)=a$, we have

$$
f^{k}\left(c_{i}\right)= \begin{cases}a & \text { if } i \in\{1,3, \ldots, m\} \text { and } k \geq 2  \tag{3.8}\\ a & \text { if } i \in\{2,4, \ldots, m-1\} \text { and } k \geq 1\end{cases}
$$

Let $i \in\{2,4,6, \ldots, m-1\}$. Note that $A_{0}\left(c_{i}+, f\right)=I_{i+1}$ and from (3.8), $A_{k}\left(c_{i}+, f\right)=I_{1}$ for $k \geq 1$. Therefore by (3.7), $\epsilon_{k}\left(c_{i}+, f\right)=1$ for $k \geq 0$. Hence $\theta_{0}\left(c_{i}+, f\right)=A_{0}\left(c_{i}+, f\right)=I_{i+1}$, and

$$
\begin{aligned}
\theta_{k}\left(c_{i}+, f\right) & =\left(\prod_{l=0}^{k-1} \epsilon_{l}\left(c_{i}+, f\right)\right) A_{k}\left(c_{i}+, f\right) \\
& =(1 \cdot 1 \cdots(k \text { times }) \cdots 1) \cdot I_{1}=I_{1}
\end{aligned}
$$

for $k \geq 1$. This implies that

$$
\theta\left(c_{i}+, f ; t\right)=\sum_{k \geq 0} \theta_{k}\left(c_{i}+, f\right) t^{k}=I_{i+1}+I_{1} t+I_{1} t^{2}+I_{1} t^{3}+\cdots
$$

$$
=\left(t+t^{2}+t^{3}+\cdots\right) I_{1}+I_{i+1}
$$

Also, $A_{0}\left(c_{i}-, f\right)=I_{i}$ and since $A_{k}\left(c_{i}-, f\right)=A_{k}\left(c_{i}+, f\right)$, we have $A_{k}\left(c_{i}-, f\right)=$ $I_{1}$ for $k \geq 1$. Hence by (3.7), $\epsilon_{0}\left(c_{i}-, f\right)=-1$ and $\epsilon_{k}\left(c_{i}-, f\right)=1$ for $k \geq 1$. Therefore $\theta_{0}\left(c_{i}-, f\right)=I_{i}$ and

$$
\theta_{k}\left(c_{i}-, f\right)=(-1) \cdot(1 \cdot 1 \cdots(k-1) \text { times } \cdots 1) \cdot I_{1}=-I_{1} \text { for } k \geq 1 .
$$

This implies that

$$
\theta\left(c_{i}-, f ; t\right)=I_{i}-I_{1} t-I_{1} t^{2}-I_{1} t^{3}-\cdots=\left(-t-t^{2}-t^{3}-\cdots\right) I_{1}+I_{i},
$$

and therefore

$$
\begin{aligned}
\nu\left(c_{i}, f ; t\right) & =\theta\left(c_{i}+, f ; t\right)-\theta\left(c_{i}-, f ; t\right) \\
& =\left(I_{i+1}+I_{1} t+I_{1} t^{2}+\cdots\right)-\left(I_{i}-I_{1} t-I_{1} t^{2}-\cdots\right) \\
& =\left(I_{i+1}-I_{i}\right)+2 I_{1} t+2 I_{1} t^{2}+\cdots \\
& =\left(2 t+2 t^{2}+\cdots\right) I_{1}-I_{i}+I_{i+1} .
\end{aligned}
$$

By a similar argument as above, we obtain

$$
\nu\left(c_{i}, f ; t\right)=\left(2 t^{2}+2 t^{3}+\cdots\right) I_{1}-I_{i}+I_{i+1}-2 t I_{m+1}
$$

for each $i \in\{1,3,5, \ldots, m\}$. Hence the kneading matrix of $f$ is given by

$$
N(f ; t)=\left[\begin{array}{ccc}
-1+2 t^{2}+2 t^{3}+\cdots & -2 t  \tag{3.9}\\
2 t+2 t^{2}+\cdots & 0 \\
2 t^{2}+2 t^{3}+\cdots & -2 t \\
2 t+2 t^{2}+\cdots & 0 \\
\vdots & M_{m} & \vdots \\
2 t+2 t^{2}+\cdots & 0 \\
2 t^{2}+2 t^{3}+\cdots & & 1-2 t
\end{array}\right]_{m \times(m+1)}
$$

where

$$
M_{m}=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & \cdots & 0 & 0 \\
-1 & 1 & 0 & 0 & \cdots & 0 & 0 \\
0 & -1 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & -1 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & -1 & 1 \\
0 & 0 & 0 & 0 & \cdots & 0 & -1
\end{array}\right]_{m \times(m-1)}
$$

Since $f \in \mathcal{M}_{M, m}(I)$ was arbitrary, (3.9) is true for every $f \in \mathcal{M}_{M, m}(I)$. Therefore $N(f ; t)$ is independent of choice of $f$ in $\mathcal{M}_{M, m}(I)$. A proof for the cases where $\mathcal{M}_{M, m}(I)$ is replaced by $\mathcal{M}_{W, m}(I), \mathcal{M}_{N, m}(I)$ and $\mathcal{M}_{И, m}(I)$ is
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exactly similar. In fact, it follows that, if $f \in \mathcal{M}_{N, m}(I)$, then

$$
N(f ; t)=\left[\begin{array}{cc}
-1 & -2 t-2 t^{2}-2 t^{3}-\cdots  \tag{3.10}\\
2 t+2 t^{2}+\cdots & 0 \\
0 & -2 t-2 t^{2}-2 t^{3}-\cdots \\
2 t+2 t^{2}+\cdots & 0 \\
\vdots & M_{m} \\
0 & \vdots \\
2 t+2 t^{2}+\cdots & -2 t-2 t^{2}-2 t^{3}-\cdots \\
\end{array}\right]_{m \times(m+1)},
$$

if $f \in \mathcal{M}_{W, m}(I)$, then

$$
N(f ; t)=\left[\begin{array}{ccc}
-1+2 t & -2 t^{2}-2 t^{3}-\cdots  \tag{3.11}\\
0 & & -2 t-2 t^{2}-\cdots \\
2 t & & -2 t^{2}-2 t^{3}-\cdots \\
0 & -2 t-2 t^{2}-\cdots \\
\vdots & M_{m} & \vdots \\
0 & & -2 t-2 t^{2}-\cdots \\
2 t & & 1-2 t^{2}-2 t^{3}-\cdots
\end{array}\right]_{m \times(m+1)}
$$

and if $f \in \mathcal{M}_{И, m}(I)$, then
(3.12) $N(f ; t)=\left[\begin{array}{ccc}-1+2 t+2 t^{3}+\cdots & -2 t^{2}-2 t^{4}-\cdots \\ 2 t^{2}+2 t^{4}+\cdots & -2 t-2 t^{3}-\cdots \\ 2 t+2 t^{3}+\cdots & -2 t^{2}-2 t^{4}-\cdots \\ 2 t^{2}+2 t^{4}+\cdots & -2 t-2 t^{3}-\cdots \\ \vdots & M_{m} & \vdots \\ 2 t+2 t^{3}+\cdots & -2 t^{2}-2 t^{4}-\cdots \\ 2 t^{2}+2 t^{4}+\cdots & 1-2 t-2 t^{3}-\cdots\end{array}\right]_{m \times(m+1)}$

For each $m \in \mathbb{N}$, let $N_{M, m}(t):=N(f ; t)$ for some $f \in \mathcal{M}_{M, m}(I)$. The matrices $N_{W, m}(t), N_{N, m}(t)$ and $N_{\Lambda, m}(t)$ are defined similarly. For $k \geq 1$, let $S_{k}$ be as defined in the introduction. Although any two elements $f$ and $g$ of $\mathcal{M}_{0}(I)$ do not commute in general, the kneading matrices $N(f \circ g)$ and $N(g \circ f)$ are related as specified in the following theorem.
Theorem 3.4. If $f, g \in \mathcal{M}_{0}(I)$, then either $N(f \circ g ; t)=N(g \circ f ; t)$ or $N(f \circ$ $g ; t)=-S_{m} N(g \circ f ; t) S_{m+1}$ for some $m \in \mathbb{N}$.
Proof. Consider any $f, g \in \mathcal{M}_{0}(I)$. Without loss of generality, we assume that either $|T(f)| \neq \emptyset$ or $|T(g)| \neq \emptyset$. Let $|T(f)|=m_{1}$ and $|T(g)|=m_{2}$ such that $m_{1}, m_{2} \geq 0$, but not both zero. Since $S\left(m_{1}, m_{2}\right)=S\left(m_{2}, m_{1}\right)$, we have $|T(f \circ g)|=|T(g \circ f)|$. Let this common number be $m$.

Now, suppose that both $m_{1}$ and $m_{2}$ are odd. Then it suffices to consider the following cases.

Table 1. Comparison of $N(f \circ g ; t)$ and $N(g \circ f ; t)$

| Parity | $f \in$ | $g \in$ | $f \circ g \in$ | $g \circ f \in$ |  | N( $g \circ f ; t)$ Conclusion |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \hline m_{1} \text { odd } \\ & m_{2} \text { even } \end{aligned}$ | $\frac{\mathcal{M}_{M, m_{1}}(I)}{\mathcal{M}_{M, m_{1}}(I)}$ | $\mathcal{M}_{N, m_{2}}(I)$ | $\mathcal{M}_{M, m}(I)$ | n (I) | $N_{M, m}(t)$ | $N_{M, m}(t)$ | (*) |
|  |  | U, ${ }_{2}$ ( | (I) | $\mathcal{M}_{W, m}(I)$ | $N_{M, m}(t)$ | $N_{W, m}(t)$ | (**) |
|  | $\mathcal{M}_{W, m_{1}}(I)$ | $\mathcal{M}_{N, m_{2}}(I)$ | $\mathcal{M}_{W, m}(I)$ | $\mathcal{M}_{W, m}(I)$ | $N_{W, m}(t)$ | $N_{W, m}(t)$ | (*) |
|  | $\mathcal{M}_{W, m_{1}}($ | $\mathcal{U}_{\text {U, } m_{2}}(I)$ | $\mathcal{M}_{W, m}(I)$ | $\mathcal{M}_{M, m}(I)$ | $N_{W, m}(t)$ | $N_{M, m}(t)$ | (**) |
|  | $\mathcal{M}_{N, m_{1}}(I)$ | $\mathcal{M}_{N, m_{2}}(I)$ | $\mathcal{M}_{N, m}(I)$ | ( $\mathcal{M}_{N, m}(I)$ | $N_{N, m}(t)$ | $N_{N, m}(t)$ | (*) |
| , | $\mathcal{M}_{N, m_{1}}(I)$ | $\mathcal{M}_{И, m_{2}}(I)$ | $\mathcal{M}_{И_{1, m}(I)}$ | $\mathcal{M}_{\text {U,m }}(I)$ | $N_{\text {И, m }}(t)$ | $N_{\text {И, m }}(t)$ | (*) |
| $m_{2}$ even | $\mathcal{M}_{\text {U, } m_{1}}(I)$ | $\mathcal{M}_{И, m_{2}}(I)$ | $\mathcal{M}_{N, m}(I)$. | $\mathcal{M}_{N, m}(I)$ | $N_{N, m}(t)$ | $N_{N, m}(t)$ | (*) |

Case (a): If $f \in \mathcal{M}_{M, m_{1}}(I)$ and $g \in \mathcal{M}_{M, m_{2}}(I)$, then $f \circ g, g \circ f \in \mathcal{M}_{M, m}(I)$, and hence by Lemma 3.3, $N(f \circ g ; t)=N_{M, m}(t)=N(g \circ f ; t)$.
Case (b): If $f \in \mathcal{M}_{M, m_{1}}(I)$ and $g \in \mathcal{M}_{W, m_{2}}(I)$, then $f \circ g \in \mathcal{M}_{M, m}(I)$ and $g \circ f \in \mathcal{M}_{W, m}(I)$. So, by Lemma 3.3, $N(f \circ g ; t)=N_{M, m}(t)$ and $N(g \circ f ; t)=$ $N_{W, m}(t)$. This implies

$$
N(f \circ g ; t)=N_{M, m}(t)=-S_{m} N_{W, m}(t) S_{m+1}=-S_{m} N(g \circ f ; t) S_{m+1}
$$

Case (c): If $f \in \mathcal{M}_{W, m_{1}}(I)$ and $g \in \mathcal{M}_{W, m_{2}}(I)$, then $f \circ g, g \circ f \in \mathcal{M}_{W, m}(I)$. So, again by Lemma 3.3, $N(f \circ g ; t)=N_{W, m}(t)=N(g \circ f ; t)$.

Remaining instances for the parity of $m_{1}, m_{2}$ and the corresponding cases can be discussed similarly. A summary of premises and the corresponding conclusions is given in Table 1, where $(*)$ and $(* *)$ denote the equations $N(f \circ$ $g ; t)=N(g \circ f ; t)$ and $N(f \circ g ; t)=-S_{m} N(g \circ f ; t) S_{m+1}$, respectively.

Lemma 3.5. Let $f, g \in \mathcal{M}(I)$ such that $N(g ; t)=-S_{m} N(f ; t) S_{m+1}$ for some $m \in \mathbb{N}$. Then $D(g ; t)=D(f ; t)$.

Proof. By hypothesis, there exists $m \in \mathbb{N}$ such that $N(g ; t)=-S_{m} N(f ; t) S_{m+1}$. So, we have $|T(f)|=|T(g)|=m$. Let

$$
\begin{gathered}
T(f)=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}, T(g)=\left\{d_{1}, d_{2}, \ldots, d_{m}\right\}, \\
L(f)=\left\{I_{1}, I_{2}, \ldots, I_{m+1}\right\} \text { and } L(g)=\left\{J_{1}, J_{2}, \ldots, J_{m+1}\right\},
\end{gathered}
$$

where $a=c_{0}<c_{1}<\cdots<c_{m}<c_{m+1}=b, I_{j}=\left[c_{j-1}, c_{j}\right]$ for $1 \leq j \leq m+1$, $a=d_{0}<d_{1}<d_{2}<\cdots<d_{m}<d_{m+1}=b$ and $J_{i}=\left[d_{i-1}, d_{i}\right]$ for $1 \leq i \leq m+1$. Without loss of generality, assume that $f$ is strictly increasing on $I_{1}$. We have

$$
\begin{align*}
D(f ; t) & =(-1)^{1+1}\left(1-\epsilon\left(I_{1}\right) t\right)^{-1} \operatorname{det}\left(N^{(1)}(f ; t)\right) \\
& =(1-t)^{-1} \operatorname{det}\left(N^{(1)}(f ; t)\right), \tag{3.13}
\end{align*}
$$

and

$$
\begin{align*}
D(g ; t) & =(-1)^{(m+1)+1}\left(1-\epsilon\left(J_{m+1}\right) t\right)^{-1} \operatorname{det}\left(N^{(m+1)}(g ; t)\right) \\
& =(-1)^{m+2}\left(1-\epsilon\left(J_{m+1}\right) t\right)^{-1} \operatorname{det}\left(N^{(m+1)}(g ; t)\right) . \tag{3.14}
\end{align*}
$$

Since $N(g ; t)=-S_{m} N(f ; t) S_{m+1}$, we get that $N^{(m+1)}(g ; t)=-S_{m} N^{(1)}(f ; t) S_{m}$, and therefore

$$
\begin{aligned}
\operatorname{det}\left(N^{(m+1)}(g ; t)\right) & =(-1)^{m}\left(\operatorname{det} S_{m}\right)^{2} \operatorname{det}\left(N^{(1)}(f ; t)\right) \\
& =(-1)^{m} \operatorname{det}\left(N^{(1)}(f ; t)\right),
\end{aligned}
$$

where the last equality is true, because $\operatorname{det} S_{m}=(-1)^{\left\lfloor\frac{m}{2}\right\rfloor}$. Hence from (3.13) and (3.14), we obtain

$$
\begin{equation*}
D(g ; t)=\left(1-\epsilon\left(J_{m+1}\right) t\right)^{-1}(1-t) D(f ; t) . \tag{3.15}
\end{equation*}
$$

Moreover, $\epsilon\left(J_{m+1}\right)=\epsilon\left(I_{1}\right)$, and so $\epsilon\left(J_{m+1}\right)=1$, because $\epsilon\left(I_{1}\right)=1$. Therefore (3.15) implies that $D(g ; t)=(1-t)^{-1}(1-t) D(f ; t)=D(f ; t)$.

Corollary 3.6. $D(f \circ g ; t)=D(g \circ f ; t)$ for every $f, g \in \mathcal{M}_{0}(I)$.
Proof. Since $f, g \in \mathcal{M}_{0}(I)$, by Theorems 3.4, it follows that either $N(f \circ g ; t)=$ $N(g \circ f ; t)$ or $N(f \circ g ; t)=-S_{m} N(g \circ f ; t) S_{m+1}$ for some $m \in \mathbb{N}$. In the first case, the equality $D(f \circ g ; t)=D(g \circ f ; t)$ follows from the definition of kneading determinant, while in the second, this equality follows from Lemma 3.5.

### 3.1. Relation between $N\left(f^{k} ; t\right)$ and $N(f ; t)$

Although we aim to describe a relation between $N\left(f^{k} ; t\right)$ and $N(f ; t)$, in view of the relation $N(f ; t)=N_{0}(f ; t)+M(f ; t)$, where $N_{0}(f ; t)$ is independent of choice of $f$, it suffices to describe a relation between $M\left(f^{k} ; t\right)$ and $M(f ; t)$. So in what follows, we prove results for $M(f ; t)$ instead of $N(f ; t)$.

For $k, l \geq 1$, let $e_{k}$ denote the matrix $[0,0, \ldots, 0,1]_{1 \times k}$ and $\mathbb{I}_{k}, \mathbb{O}_{k \times l}, R_{k \times l}$ be as defined in the introduction. As defined in [10], $f \in \mathcal{M}(I)$ is said to be uniformly piecewise linear if it is linear on each of its laps with slope $\pm \alpha$ for some positive real $\alpha$. For $k \geq 1$, let $f_{N, k}, f_{M, k}, f_{W, k}$ and $f_{\Lambda, k}$ be the uniformly piecewise linear maps in $\mathcal{M}_{N, k}(I), \mathcal{M}_{M, k}(I), \mathcal{M}_{W, k}(I)$ and $\mathcal{M}_{И, k}(I)$, respectively. The following theorem describe the relation between kneading matrices of elements of $\mathcal{M}_{0}(I)$ with that of bimodal/trimodal uniformly piecewise linear maps, whose dynamical properties are relatively easy to investigate.

Theorem 3.7. (1) If $f \in \mathcal{M}_{N, m}(I)$, then

$$
\begin{equation*}
M(f ; t)=\mathcal{I}_{m} M\left(f_{N, 2} ; t\right) R_{3 \times(m+1)} . \tag{3.16}
\end{equation*}
$$

(2) If $f \in \mathcal{M}_{M, m}(I)$, then

$$
M(f ; t)=\left[\begin{array}{cc}
\mathcal{I}_{m-1} & \mathbb{O}_{(m-1) \times 1} \\
\mathbb{O}_{1 \times 2} & 1
\end{array}\right] M\left(f_{M, 3} ; t\right) R_{4 \times(m+1)} .
$$

This is also true when $\mathcal{M}_{M, m}(I)$ is replaced by $\mathcal{M}_{W, m}(I)$.
(3) If $f \in \mathcal{M}_{\mathrm{V}, m}(I)$, then

$$
\begin{equation*}
M(f ; t)=\mathcal{I}_{m} M\left(f_{\mathrm{V}, 2} ; t\right) R_{3 \times(m+1)} . \tag{3.17}
\end{equation*}
$$

Proof. Let $f \in \mathcal{M}_{N, m}(I)$. Since $f_{N, 2} \in \mathcal{M}_{N, 2}(I)$, from (3.10) we have

$$
M\left(f_{N, 2} ; t\right)=\left[\begin{array}{ccc}
0 & 0 & -2 t-2 t^{2}-2 t^{3}-\cdots \\
2 t+2 t^{2}+\cdots & 0 & 0
\end{array}\right]_{2 \times 3} .
$$

Put

$$
A=\left[\begin{array}{c}
0 \\
2 t+2 t^{2}+\cdots
\end{array}\right]_{2 \times 1} \text { and } B=\left[\begin{array}{c}
-2 t-2 t^{2}-2 t^{3}-\cdots \\
0
\end{array}\right]_{2 \times 1}
$$

Then $M\left(f_{N, 2} ; t\right)=\left[\begin{array}{lll}A & \mathbb{O}_{2 \times 1} & B\end{array}\right]_{2 \times 3}$, and by (3.10), we have

$$
\begin{aligned}
M(f ; t) & =\left[\begin{array}{ccc}
A & & B \\
A & & B \\
\vdots & \mathbb{O}_{m \times(m-1)} & \vdots \\
A & B
\end{array}\right]_{m \times(m+1)} \\
& =\left[\begin{array}{c}
\mathbb{I}_{2} \\
\mathbb{I}_{2} \\
\vdots \\
\mathbb{I}_{2}
\end{array}\right]_{m \times 2}\left[\begin{array}{lll}
A & \mathbb{O}_{2 \times 1} & B
\end{array}\right]_{2 \times 3}\left[\begin{array}{ccccc}
1 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 1
\end{array}\right]_{3 \times(m+1)} \\
& =\mathcal{I}_{m} M\left(f_{N, 2} ; t\right) R_{3 \times(m+1)} .
\end{aligned}
$$

This proves result (1). Now let $f \in \mathcal{M}_{M, m}(I)$. Since $f_{M, 3} \in \mathcal{M}_{M, 3}(I)$, from (3.9) we have

$$
M\left(f_{M, 3} ; t\right)=\left[\begin{array}{cccc}
2 t^{2}+2 t^{3}+\cdots & 0 & 0 & -2 t \\
2 t+2 t^{2}+\cdots & 0 & 0 & 0 \\
2 t^{2}+2 t^{3}+\cdots & 0 & 0 & -2 t
\end{array}\right]_{3 \times 4} .
$$

Put

$$
A=\left[\begin{array}{c}
2 t^{2}+2 t^{3}+\cdots \\
2 t+2 t^{2}+\cdots
\end{array}\right]_{2 \times 1} \text { and } B=\left[\begin{array}{c}
-2 t \\
0
\end{array}\right]_{2 \times 1}
$$

Then

$$
M\left(f_{M, 3} ; t\right)=\left[\begin{array}{cccc}
A & \mathbb{O}_{2 \times 1} & \mathbb{O}_{2 \times 1} & B \\
2 t^{2}+2 t^{3}+\cdots & 0 & 0 & -2 t
\end{array}\right]_{3 \times 4},
$$
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$$
\begin{aligned}
M(f ; t) & =\left[\begin{array}{cc}
A & B \\
A & B \\
\vdots & \mathbb{O}_{m \times(m-1)} \\
A & B \\
2 t^{2}+2 t^{3}+\cdots & -2 t
\end{array}\right]_{m \times(m+1)} \\
& =\left[\begin{array}{cc}
\mathbb{I}_{2} & \\
\mathbb{I}_{2} & \\
\vdots & \mathbb{O}_{(m-1) \times 1} \\
\mathbb{I}_{2} & 1
\end{array}\right]_{m \times 3} \quad\left[\begin{array}{ccc}
A & \mathbb{O}_{2 \times 1} & \mathbb{O}_{2 \times 1} \\
2 t^{2}+2 t^{3}+\cdots & 0 & 0 \\
\mathbb{O}_{1 \times 2} & 1
\end{array}\right] R_{4 \times(m+1)} \\
& =\left[\begin{array}{cc}
\mathcal{I}_{m-1} & \mathbb{O}_{(m-1) \times 1} \\
\mathbb{O}_{1 \times 2} & 1
\end{array}\right] M\left(f_{M, 3} ; t\right) R_{4 \times(m+1)} .
\end{aligned}
$$

The proofs of result (2) for $\mathcal{M}_{W, m}(I)$ and that of result (3) are similar.
Theorem 3.8. (1) If $f \in \mathcal{M}_{N, m}(I)$, then

$$
M\left(f^{k} ; t\right)=\left[\begin{array}{ll}
\mathcal{I}_{l} & \mathbb{O}_{l \times(m-2)}
\end{array}\right] M(f ; t) R_{(m+1) \times(l+1)}, \quad \forall k \geq 1,
$$

where $l=(m+1)^{k}-1$. This is also true when $\mathcal{M}_{N, m}(I)$ is replaced by $\mathcal{M}_{\mathrm{U}, m}(I)$ and $k$ is a positive odd integer.
(2) If $f \in \mathcal{M}_{M, m}(I)$, then

$$
M\left(f^{k} ; t\right)=\left[\begin{array}{cc}
\mathcal{I}_{l-1} & \mathbb{O}_{(l-1) \times(m-2)} \\
\mathbb{O}_{1 \times 2} & e_{m-2}
\end{array}\right] M(f ; t) R_{(m+1) \times(l+1)}, \forall k \geq 1
$$

where $l=(m+1)^{k}-2$. This is also true when $\mathcal{M}_{M, m}(I)$ is replaced by $\mathcal{M}_{W, m}(I)$.

Proof. Let $f \in \mathcal{M}_{N, m}(I)$ and $k \in \mathbb{N}$. Then by result (1) of Proposition 3.2, $f^{k} \in \mathcal{M}_{N, m}(I)$ and from result (2) of Proposition 3.1, $\left|T\left(f^{k}\right)\right|=(m+1)^{k}-1$. Thus $f \in \mathcal{M}_{N,(m+1)^{k}-1}(I)$, and therefore by Lemma 3.3,

$$
M(f ; t)=\left[\begin{array}{ccc}
A & & B \\
A & & B \\
\vdots & \mathbb{O}_{l \times(l-1)} & \vdots \\
A & & B
\end{array}\right]_{l \times(l+1)},
$$

where $l=(m+1)^{k}-1$,

$$
A=\left[\begin{array}{c}
0 \\
2 t+2 t^{2}+\cdots
\end{array}\right]_{2 \times 1} \text { and } B=\left[\begin{array}{c}
-2 t-2 t^{2}-2 t^{3}-\cdots \\
0
\end{array}\right]_{2 \times 1}
$$

This implies that

$$
\begin{aligned}
& M(f ; t)=\left[\begin{array}{ll}
\mathbb{I}_{2} & \\
\mathbb{I}_{2} & \\
\vdots & \mathbb{O}_{l \times(m-2)} \\
\mathbb{I}_{2} & {\left[\begin{array}{lll}
A & B \\
A & & B \\
\vdots & \mathbb{O}_{m \times(m-1)} & \vdots \\
A & B
\end{array}\right]_{m \times(m+1)} \quad R_{(m+1) \times(l+1)},} \\
\end{array}\right. \\
& =\left[\begin{array}{ll}
\mathcal{I}_{l} & \mathbb{O}_{l \times(m-2)}
\end{array}\right] M(f ; t) R_{(m+1) \times(l+1)},
\end{aligned}
$$

proving first part of result (1). The proofs of second part of result (1) and result (2) are similar.

### 3.2. Relation between $D\left(f^{k} ; t\right)$ and $D(f ; t)$

Lemma 3.9. Let $m \in \mathbb{N}$. Then

$$
\begin{equation*}
\operatorname{det}\left(N_{M, m}^{(1)}(t)\right)=\operatorname{det}\left(N_{W, m}^{(1)}(t)\right)=1-(m+1) t \tag{3.18}
\end{equation*}
$$

and

$$
\operatorname{det}\left(N_{N, m}^{(m+1)}(t)\right)=\operatorname{det}\left(N_{\mathrm{K}, m}^{(m+1)}(t)\right)=\frac{1-(m+1) t}{1-t} .
$$

Proof. Follows by mathematical induction, using (3.9), (3.11), (3.10) and (3.12).

Theorem 3.10. If $f \in \mathcal{M}_{M, m}(I) \cup \mathcal{M}_{W, m}(I) \cup \mathcal{M}_{N, m}(I)$, then

$$
\begin{equation*}
D\left(f^{k} ; t\right)=\frac{1-(m+1)^{k} t}{1-(m+1) t} D(f ; t) \text { for } k \in \mathbb{N} . \tag{3.19}
\end{equation*}
$$

This is also true when $\mathcal{M}_{N, m}(I)$ is replaced by $\mathcal{M}_{\mathrm{V}, m}(I)$ and $k$ is any positive odd integer.

Proof. First, consider the case that $f \in \mathcal{M}_{M, m}(I)$, where $m \in \mathbb{N}$, and let $k \in \mathbb{N}$ be fixed. By definition,

$$
\begin{equation*}
D(f ; t)=\left(1-\epsilon\left(I_{1}\right)\right)^{-1} \operatorname{det}\left(N^{(1)}(f ; t)\right) . \tag{3.20}
\end{equation*}
$$

Since $f \in \mathcal{M}_{M, m}(I)$, we have $\epsilon\left(I_{1}\right)=1$ and $N(f ; t)=N_{\mathcal{M}, m}(t)$. This implies that $N^{(1)}(f ; t)=N_{M, m}^{(1)}(t)$ and therefore by (3.18), $\operatorname{det}\left(N^{(1)}(f ; t)\right)=1-(m+$ 1) $t$. Hence by (3.20),

$$
\begin{equation*}
D(f ; t)=(1-t)^{-1}(1-(m+1) t) . \tag{3.21}
\end{equation*}
$$

Since $f \in \mathcal{M}_{M, m}(I)$, by Propositions 3.2 and 3.1, we have $f^{k} \in \mathcal{M}_{M,(m+1)^{k}-1}(I)$. Therefore $N\left(f^{k} ; t\right)=N_{M,(m+1)^{k}-1}(t)$ and $\epsilon\left(I_{1}^{\prime}\right)=1$, where $I_{1}^{\prime}$ is the first lap of $f^{k}$. This implies by (3.18) that, $\operatorname{det}\left(N^{(1)}\left(f^{k} ; t\right)\right)=1-(m+1)^{k} t$ and therefore
(3.22) $D\left(f^{k} ; t\right)=\left(1-\epsilon\left(I_{1}^{\prime}\right) t\right)^{-1} \operatorname{det}\left(N^{(1)}\left(f^{k} ; t\right)\right)=(1-t)^{-1}\left(1-(m+1)^{k} t\right)$.

So, (3.19) follows from (3.21) and (3.22). The proofs for other cases are similar.

## 4. Modified kneading matrix

As observed in Section 2, the kneading matrix of an $f \in \mathcal{M}(I)$ is defined using only the kneading increments corresponding to the turning points of $f$. In what follows, we use the 'kneading data' associated with endpoints $a$ and $b$ of $I$, with suitable one-sided limits, to define a new kneading matrix for $f$.

Let $\nu\left(c_{0}, f ; t\right):=\theta\left(c_{0}+, f ; t\right)$ and $\nu\left(c_{m+1}, f ; t\right):=-\theta\left(c_{m+1}-, f ; t\right)$. Then the modified kneading matrix of $f$, denoted by $N^{\prime}(f ; t)$, is defined by
$N^{\prime}(f ; t)=\left[\begin{array}{cccc}N_{01}^{\prime}(f ; t) & N_{02}^{\prime}(f ; t) & \cdots & N_{0, m+1}^{\prime}(f ; t) \\ N_{m+1,1}^{\prime}(f ; t) & N_{m+1,2}^{\prime}(f ; t) & \cdots(f ; t) & N_{m+1, m+1}^{\prime}(f ; t)\end{array}\right]_{(m+2) \times(m+1)}$, where the entries $N_{i j}^{\prime}(f ; t), i=0, m+1, j=1,2, \ldots, m+1$ are obtained by setting

$$
\nu\left(c_{0}, f ; t\right)=N_{01}^{\prime}(f ; t) I_{1}+N_{02}^{\prime}(f ; t) I_{2}+\cdots+N_{0, m+1}^{\prime}(f ; t) I_{m+1}
$$

and

$$
\nu\left(c_{m+1}, f ; t\right)=N_{m+1,1}^{\prime}(f ; t) I_{1}+N_{m+1,2}^{\prime}(f ; t) I_{2}+\cdots+N_{m+1, m+1}^{\prime}(f ; t) I_{m+1} .
$$

For $1 \leq i \leq m+2$, let $N_{(i)}^{\prime}(f ; t)$ denote the $(m+1) \times(m+1)$ matrix obtained by deleting the $i^{\text {th }}$ row of $N^{\prime}(f ; t)$.

Theorem 4.1. (1) If $f \in \mathcal{M}_{M, m}(I) \cup \mathcal{M}_{W, m}(I)$, then

$$
\begin{equation*}
D(f ; t)=\operatorname{det} N_{(i)}^{\prime}(f ; t), i=1, m+2 . \tag{4.1}
\end{equation*}
$$

(2) If $f \in \mathcal{M}_{N, m}(I) \cup \mathcal{M}_{\bigvee, m}(I)$, then

$$
\begin{equation*}
D(f ; t)=(-1)^{i} \operatorname{det} N_{(i)}^{\prime}(f ; t), i=1, m+2 . \tag{4.2}
\end{equation*}
$$

Proof. Let $f \in \mathcal{M}_{M, m}(I)$, where $m \in \mathbb{N}$. Since $f\left(c_{0}\right)=f\left(c_{m+1}\right)=a$, we have $f^{k}\left(c_{0}\right)=f^{k}\left(c_{m+1}\right)=a$ for each $k \in \mathbb{N}$. Also, $A_{k}\left(c_{0}+, f\right)=I_{1}$, and therefore $\epsilon_{k}\left(c_{i}+, f\right)=1$ for $k \geq 0$. Hence $\theta_{k}\left(c_{0}+, f\right)=I_{1}$ for $k \geq 0$. This implies that

$$
\begin{aligned}
\nu\left(c_{0}, f ; t\right)=\theta\left(c_{0}+, f ; t\right) & =I_{1}+I_{1} t+I_{1} t^{2}+I_{1} t^{3}+\cdots \\
& =\left(1+t+t^{2}+t^{3}+\cdots\right) I_{1}
\end{aligned}
$$

Also, $A_{0}\left(c_{m+1}-, f\right)=I_{m+1}$ and $A_{k}\left(c_{m+1}-, f\right)=I_{1}$ for $k \geq 1$. Therefore $\epsilon_{0}\left(c_{m+1}-, f\right)=-1$ and $\epsilon_{k}\left(c_{m+1}-, f\right)=1$ for $k \geq 1$. Hence $\theta_{0}\left(c_{m+1}-, f\right)=$ $I_{m+1}$ and $\theta_{k}\left(c_{m+1}-, f\right)=-I_{1}$ for $k \geq 1$. This implies that

$$
\begin{aligned}
\nu\left(c_{m+1}, f ; t\right)=-\theta\left(c_{m+1}-, f ; t\right) & =-I_{m+1}+I_{1} t+I_{1} t^{2}+I_{1} t^{3}+\cdots \\
& =\left(t+t^{2}+t^{3}+\cdots\right) I_{1}-I_{m+1}
\end{aligned}
$$

Moreover, since $f \in \mathcal{M}_{M, m}(I)$, we have $N(f ; t)=N_{M, m}(t)$. Thus

$$
N^{\prime}(f ; t)=\left[\begin{array}{cccccc}
1+t+t^{2}+\cdots & 0 & 0 & \cdots & 0 & 0 \\
t+t^{2}+t^{3}+\cdots & 0 & 0 & \cdots & N_{M, m}(f ; t) & \\
& -1
\end{array}\right]_{(m+2) \times(m+1)},
$$

and hence

$$
\begin{aligned}
\operatorname{det} N_{(m+2)}^{\prime}(f ; t) & =\left(1+t+t^{2}+\cdots\right) \operatorname{det} N^{(1)}(f ; t) \\
& =(1-t)^{-1} \operatorname{det} N^{(1)}(f ; t) \\
& =(-1)^{1+1}\left(1-\epsilon\left(I_{1}\right) t\right)^{-1} \operatorname{det} N^{(1)}(f ; t) \\
& =D(f ; t) .
\end{aligned}
$$

Also, sine $m$ is odd, we have

$$
\operatorname{det} N^{(1)}(f ; t)=-(1-t)(1+t)^{-1} \operatorname{det} N^{(m+1)}(f ; t)
$$

Therefore

$$
\begin{aligned}
\operatorname{det} N_{(1)}^{\prime}(f ; t)= & (-1)^{(m+1)+1}\left(t+t^{2}+\cdots\right) \operatorname{det} N^{(1)}(f ; t) \\
& +(-1)^{(m+1)+(m+1)}(-1) \operatorname{det} N^{(m+1)}(f ; t) \\
= & \left(t+t^{2}+\cdots\right)(1-t)(1+t)^{-1} \operatorname{det} N^{(m+1)}(f ; t) \\
& -\operatorname{det} N^{(m+1)}(f ; t) \\
= & -(1+t)^{-1} \operatorname{det} N^{(m+1)}(f ; t) \\
= & (-1)^{(m+1)+1}\left(1-\epsilon\left(I_{m+1}\right) t\right)^{-1} \operatorname{det} N^{(m+1)}(f ; t) \\
= & D(f ; t) .
\end{aligned}
$$

This proves (4.1) for $f \in \mathcal{M}_{M, m}(I)$. The proofs of (4.1) for $f \in \mathcal{M}_{W, m}(I)$ and that of result (2) are similar.
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