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I. INTRODUCTION

The freeform surface has the ability to balance the 

full-field aberration of an optical system, which can meet 

the requirements of high performance, lightweight and 

miniaturization. Therefore, it has become more and more 

important in the field of modern optical engineering [1-3]. 

With the development of the freeform surface, its surface 

testing technology has gradually become a key factor 

restricting the manufacturing precision of such optical parts 

[4]. Because CGH can generate reference wavefront of any 

shape based on diffraction theory [5-7], it compensates for 

various types of aberrations and has become a core device 

for solving the problem of freeform surface tests.

For CGH elements, the pattern of the master hologram 

for testing the shape of the surface is usually phase-type 

fringes [8]. In order to realize the precise positioning of the 

CGH itself, it is usually necessary to make an alignment 

hologram on the substrate of the master hologram at the 

same time. The pattern of the alignment hologram adopts 

amplitude-type fringes, with 3rd-order reflected light as 

the reference wavefront [9]. Due to the difference in the 

fabrication process between the two types of CGH, it needs 

to go through two direct writing processes [10, 11]. Figure 

1 shows the process flow for making a complex-type CGH 

pattern. Generally, laser direct writing or electron beam 

direct writing is used for exposure [12, 13]. Introducing 

overlay error during the two previous exposures is inevitable, 

leading to the deviation of alignment hologram and master 

hologram. This error would affect the measurement results 

of the surface shape [14].

For the overlay error introduced in the manufacturing 

process of complex-type CGH, no related literature reports 

have been published to evaluate or calibrate such error. This 

paper focuses on this problem and proposes an evaluation 

method based on image feature recognition. The content 

can be applied to calibrate the influence of holographic 

pattern deviation on the surface measurement results, so 

as to effectively improve the testing accuracy of freeform 

surface by CGH.

II. EXPERIMENTAL SETUP

The ultra-depth of field microscope has the advantages of 

large depth of field, high resolution, and real-time shooting, 
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so it can be used to characterize the pattern information of 

CGH fringes.

We use a high-definition zoom lens that can achieve 

continuous shooting at a magnification of 500 to 5000, and 

high contrast fringe images can be obtained by adjusting 

the depth of field. Figure 2 shows a system for calibrating 

CGH pattern error, the system is mainly composed of a 

measurement device, mechanical transmission and control 

part. The measurement device is an image shooting device 

modified by VHX-6000 ultra-depth of field microscope, 

including lighting source, high-resolution zoom lens, CCD 

camera and liquid crystal display (LCD). The mechanical 

transmission part adopts the electric control platform of 

model M-511.DD. with positioning accuracy of 0.1 µm and 

straightness of 0.2 µm. The control part includes industrial 

computer and motion controller.

III. PRINCIPLE AND METHOD

3.1. CGH Profile Detection

The phase-type fringes of CGH can be characterized by 

the calibration system shown in Fig. 2. The specific steps 

can be expressed as

1) Select the target area to record its holographic 

pattern with calibration system, and import the images into 

MATLAB for grayscale processing. Figure 3 shows the 

measurement result and gray image of a local phase-type 

CGH.

2) Extract the fringe contour information. Figure 4(a) 

shows the grayscale distribution of the cross-section part 

from the original gray image, which needs to be filtered. 

For a certain image f (x, y), a threshold value T is set. 

After filtering, the grayscale value of the image is
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where NaN stands for removing the data at that point, and 

the gradient of gray image f (x, y) at any position is a 

vector corresponding to the first derivative in the X and Y 

directions. Figure 4(b) shows the grayscale value of the 

pixels after the data of Fig. 4(a) is filtered. From the 

processed data, there will be a grayscale mutation in the 

local image, that is, the image edges [15]. The edge of the 

image can reflect the contour information of CGH fringes. 

The grayscale of edge features in the image shows a trend 

of decreasing first and then increasing, and there are obvious 

minimum points. We take the minimum points of edge 

features as the fringe contour to analyze, and the correctness 

of this setting will be verified by later experiments.

Since the digital image is discrete, the following formula 

can be used to calculate the partial derivative of a point f 

(xi, yj):
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For a grayscale image of a holographic fringe, the gray-

scale changes dramatically at the fringe edge, and its first 

derivative distribution in one-dimensional direction is shown 

in Fig. 5(a). The different signs of the first derivative at 

both ends of the fringe edge (such as measurement points A 

FIG. 1. The process flow for making a complex-type CGH.

FIG. 2. Physical setup of error calibration system.
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(a) Captured image (b) Grayscale image

FIG. 3. The measurement image of phase-type CGH.

(a) Before filtering (b) After filtering

FIG. 4. Grayscale of each pixel on the image cross section.

(a) Edge part (b) Non-edge part

FIG. 5. Schematic diagram of first derivative distribution.
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and B in the figure). The distribution characteristics of the 

first derivative at the non-edge part are shown in Fig. 5(b). 

The numerical value changes smoothly, and there is no 

different sign of the first derivative at adjacent pixel points.

For the GX distribution of grayscale image, the fringe 

edge points are searched row by row in the X direction, 

and the qualification conditions are as follows:

0),1(),( 
iixiix
yxGyxG . (3)

Among the points (xi, yj) and (xi + 1, yj), the point with 

the smaller Gx amplitude is taken as the fringe edge point. 

Similarly, the corresponding fringe edge points are obtained 

by searching in the Y direction according to the Gy distri-

bution. Combining the two extracted data points, we can 

get the position information of fringe contour in the image.

The experimental device shown in Fig. 2 was exploited to 

characterize the amplitude pattern information. Figure 6(a) 

shows the grayscale processing results of the amplitude-type 

CGH. In the figure, the dark-colored area is fused silica 

with the chromium layer removed, while the bright-colored 

area is the part with the chromium layer retained. Figure 

6(b) shows the grayscale value distribution of a group of 

cross-section data, and d is the average grayscale difference 

between the bottom and top of the groove. The contour 

information of CGH can be obtained by taking the position 

with the grayscale difference of d/2 as the fringe contour 

condition.

3.2. Evaluation Method

As shown in Fig. 7, the master hologram is a circular 

region, while the alignment hologram is a ring zone. 

According to the design CGH pattern, the center of the 

circle region (master hologram) coincides with the center 

of the ring region (alignment hologram), and the distance 

from the pattern node on the boundary of alignment 

hologram (the innermost or outermost ring) to the center 

of the circle is equal. Take the phase-type pattern as the 

measurement datum, the overlay error of the CGH can be 

obtained by detecting the deviation of the actual coordinates 

of the amplitude-type pattern from the design position.

(a) Grayscale processing results (b) Grayscale distribution in the cross section

FIG. 6. The measurement image of amplitude-type CGH.

FIG. 7. The regional layout of complex-type CGH.
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The pattern overlay error is characterized by an 

ultra-depth of field micro-measurement system, and the 

evaluation result of the error is calculated by simulation 

software. The specific methods are as follows:

1) Place the imaging lens on a certain feature pattern 

(recognizable characteristic fringe) of the master hologram, 

and take a set of image data with a super-depth of field 

microscope. Record the two-dimensional coordinates of the 

platform, and set several nodes of the feature pattern as 

datum points. The position of the datum point in the 

measurement coordinate system is calculated by the image 

processing method as (xm, ym), and the position of the 

datum point in the encoding coordinate system [7] is (xd, 

yd), The two types of coordinate values meet matching 

relationship
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where θ is the rotation angle; c is the shift quantum in the 

X direction; h is the shift quantum in the Y direction. By 

substituting the coordinate value into Eq. (4), the pose 

transformation matrix B (θ, c, h) of the measurement 

coordinate system corresponding to the encoding coordinate 

system can be obtained by iterative least square method.

2) Take the nodes on the edge of the alignment hologram 

ring (usually the inner or outer ring) as the testing object. 

Based on the real-time observation function of a microscope, 

several groups of images including the node information 

are taken at different positions by the platform movement, 

and the displacement values of a platform are recorded. 

The positions of nodes (X1, Y1), (X2, Y2) and (X3, Y3) in 

the encoding coordinates can be calculated by combining 

the image processing method and the pose transformation 

matrix B.

3) According to the positions of three nodes on the edge 

of the alignment hologram ring, the center coordinate of 

the real region can be obtained. Compared with the center 

coordinate of the ideal ring zone, the relative position 

deviation ΔX and ΔY (the dislocation value of CGH relative 

to the optical axis in surface test) can be obtained.

4) The relative position deviation is imported into the 

CGH testing path of ZEMAX software, and the distribution 

diagram of wavefront error introduced by the overlay error 

can be obtained through simulation calculation.

IV. RESULT ANALYSIS

4.1. Verification of Contour Detection Algorithm

To verify the accuracy of the contour detection algorithm 

based on image processing, we conducted the following 

experiments.

In the process of characterizing the master hologram 

pattern with the measurement system, the CGH contour 

detection algorithm based on image processing needs to be 

verified. The local phase grating was selected as the 

experimental object. The grating pattern was recorded 

under a 3000X lens with the micro measurement system, 

as shown in Fig. 8(a). Since the overall direction of the 

fringe is X direction, we only need to extract the fringe 

edge points based on the first derivative distribution in the 

Y direction. Based on the aforementioned detection method 

to process the measurement results, the position of image 

edge points can be calculated, as shown in Fig. 8(b) (the 

set of white points in the figure is image edge data).

Although there may be a small amount of noise in the 

image results, it does not affect the effective acquisition of 

the CGH contour information. Because the characterization 

part is a straight fringe structure, the contour information 

can be obtained through several edge points. The three 

groups of fringe periods can be calculated as 7.510 µm 

(126.0 pixels), 7.569 µm (127.0 pixels) and 7.629 µm (128.0 

pixels). Figure 9 shows the design pattern corresponding to 

the local grating area, and the standard period of the three 

groups of gratings are 7.659 µm, 7.685 µm and 7.684 µm, 

respectively.

We exploited Atomic Force Microscopy (AFM) to cha-

racterize the size of these three groups of fringes, and the 

(a) Captured image

(b) Edge detection point

FIG. 8. Processing results of grating detection data.
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period linewidth was 7.683 µm, 7.703 µm and 7.722 µm, 

respectively. Figure 10 shows the linewidth results of three 

groups of fringe periods based on design, image processing 

and AFM measurement. The result deviation between the 

image edge detection and the AFM measurement is 1.73%, 

and the deviation between the image edge detection and 

the design value is 1.39%. Therefore, these results verified 

the accuracy of the image detection algorithm.

4.2. Application

According to the application requirements of an optical 

system, we use a freeform mirror with non-rotational sym-

metry, and its surface expression is as follows:
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In order to meet the demand of the surface measurement, 

we made a corresponding CGH element, and analyzed the 

CGH sample as an example. Figure 11(a) shows the layout 

of CGH optical test system, and Fig. 11(b) represents the 

residual aberration results of CGH design.

We exploited the device system shown in Fig. 2 to 

detect the overlay error of CGH. On the one hand, the 

straightness and flatness of the control platform can reach 

0.2 µm. On the other hand, the substrate used to fabricate 

the CGH pattern is a quartz plane plate. According to the 

factory specification, its surface precision PV value is 

within 0.1 µm. Based on the above two factors, it can be 

seen that errors due to height (z-axis) can be ignored in 

the process of platform movement.

We measured the first set of characteristic patterns by 

an ultra-depth of field microscope in the master hologram 

area, as shown in Fig. 12(a). Set point A1 and point B1 in 

the figure as reference points of the master hologram, and 

record the platform coordinate as 28.71 mm. The platform 

was moved to the edge of the alignment hologram ring 

and a set of holographic patterns was measured, as shown 

in Fig. 12(b). Point C1 in the figure is the node on the 

inner ring band, and the platform coordinate is recorded as 

28.85 mm. Based on the feature point matching method, 

the coordinate value of the point C1 was calculated as 

(-1.7185 mm, -22.0309 mm).

FIG. 9. The design pattern of local grating.

FIG. 10. The linewidth results of fringe periods by different 

way.

(a) The layout of optical test system

(b) The residual aberration

FIG. 11. CGH design results.
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The second set of feature patterns was measured in the 

master hologram area, as shown in Fig. 13(a). Set point 

A2 and point B2 in the figure as reference points of the 

master hologram, and record the platform coordinate as 

33.3 mm. The point C2 in Fig. 13(b) is a node on the 

inner ring band of the alignment hologram, and the 

one-dimensional platform coordinate is recorded as 33.42 

mm. The coordinate value of the point C2 was calculated 

as (-1.5932 mm, 22.0411 mm).

The third set of feature patterns was measured in the 

master hologram area, as shown in Fig. 14(a). Set point 

A3 and point B3 in the figure as reference points of the 

master hologram, and record the platform coordinate as 

11.5 mm. The point C3 in Fig. 14(b) is a node on the 

inner ring band of the alignment hologram, and the 

one-dimensional platform coordinate is recorded as 12.45 

mm. The coordinate value of the point C3 was calculated 

as (2.5578 mm, 21.9514 mm).

According to the position of three nodes on the 

alignment hologram ring, the real coordinate of 

manufacturing center can be calculated as (7.191 µm, 

0.372 µm). However, the ideal central coordinate of the 

ring is (0,0), so the relative position deviation: ΔX = 

7.191 µm; ΔY = 0.372 µm. By substituting the deviation 

into the CGH test optical path in ZEMAX, the residual 

wavefront aberrations influenced by overlay error was 

simulated as shown in Fig. 15. It can be seen from Fig. 

(a) Feature pattern on the master hologram

(b) Ring band of the alignment hologram

FIG. 12. The first group of measurement results.

(a) Feature pattern on the master hologram

(b) Ring band of the alignment hologram

FIG. 13. The second group of measurement results.

(a) Feature pattern on the master hologram

(b) Ring band of the alignment hologram

FIG. 14. The third group of measurement results.
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11(b) and Fig. 15 that both wavefront errors are 0.0003λ 

(RMS). Therefore, it can be considered that the overlay 

precision of the CGH sample is up to quality standard.

We used the calibration results of the CGH sample to 

guide the actual machining process. The surface shape error 

of the freeform mirror was tested by the CGH sample, and 

the optical path structure is shown in Fig. 16(a). Based 

on the surface error obtained by each measurement, the 

freeform surface was repeatedly polished. During the 

processing, the testing results of the CGH displayed an 

obvious convergence feature, and the final results of 

surface error were shown in Fig. 16(b).

V. CONCLUSION

The article proposed an analysis model for evaluating 

the CGH overlay error based on the micro-measurement 

system. The specific contents include: 1) A data processing 

algorithm for extracting CGH contour information from 

microscopic images; 2) The technical scheme of calibrating 

the CGH wavefront error introduced by the overlaying 

process. The contour detection method was verified by 

design experiment. Taking the CGH sample for freeform 

surface test as the testing objective, the error evaluation of 

sample was completed by the evaluation method. The 

results can provide an important basis for strict control of 

CGH manufacturing quality.
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