A research on the key factors for classification of diabetes based on random forest
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Abstract

Recently, the number of people visiting the hospital is increasing due to diabetes. According to the Korean Diabetes Association, statistically, 1 in 7 adults over the age of 30 are suffering from diabetes. As such, diabetes is one of the most common diseases among modern people. In this paper, in addition to blood sugar, which is widely used for diabetes awareness, BMI, which is known to be related to diabetes, triglycerides and cholesterol that cause various complications in diabetics it was studied using random forest techniques and decision trees known to be effective for classification. The importance of each element was confirmed using the results and characteristic importance derived using two techniques. Through this, we studied the diabetes-related relationship between BMI, triglyceride, and cholesterol as well as blood sugar, a factor that diabetic patients should pay much attention to.

Keywords: Decision Tree, Random Forest, Supervised Learning, Diabetes

1. Introduction

Due to the recent westernized eating habits and lack of exercise, the number of obese people is increasing [1]. Diabetes is a very common disease that cannot be easily considered and overlooked, according to a survey by the National Statistical Office, which ranks sixth among the causes of death in Korea[2]. In recognizing and managing diabetes, blood sugar levels are mainly checked. Diabetes causes arteriosclerosis and other complications, so studies of various other factors are also necessary [3]. Therefore, separate studies have been conducted on the association of diabetes with BMI [4], triglycerides and cholesterol [5]. In this paper, we propose to classify diabetes by combining blood sugar levels, BMI, triglyceride and cholesterol levels. Several classification models of artificial intelligence are used in the treatment technique of factors for discriminating and preventing diabetes. Among them, data mining, which systematically finds rules or
patterns in large-scale data, is frequently used [6]. The representative classification techniques of data mining are decision trees and random forests. The decision tree is visual and easy to understand. [7]. As a disadvantage, in decision trees, each single decision tree is highly classifiable, but tends to be overfitting to some data. Overfitting refers to a phenomenon in which the error rate of data decreases initially when the number of branches in the tree gradually increases, but the error rate increases when the number of branches exceeds a certain level [8]. In order to prevent this, proper pruning is required at the time when the error rate of data increases. [9, 10]. In this paper, we try to use the Random Forest technique to prevent overfitting and improve accuracy. Chapter 2 briefly describes the techniques and algorithms required for research and diabetes, and Chapter 3 describes the accuracy of each data element and algorithm. Chapter 4 describes the tests and test results, and finally Chapter 5 describes the conclusions.

2. Related Work

2.1 Classification technique

Decision trees are one of the most widely used machine learning algorithms. It can be applied to both classification and regression problems. Because it mimics human thinking, data understanding and interpretation is concise, and the flow of logic to interpret actual data can be judged [7]. When making a decision, a question is asked and the answer to the question is made up of trees. Basically, learn by asking Yes/No questions to reach the final decision. In general, when constructing a tree by teaching and learning a tree, the decision tree should be constructed in a direction that increases the homogeneity and decreases the impurity and uncertainty [11]. The algorithm evaluation measures include the entropy used by the ID3 algorithm in the decision tree and the information gain used by the random forest. Entropy is a numerical value quantified for impurity, and Information Gain is the value of entropy change before and after division. The ID3 algorithm constructs a tree by dividing branches based on entropy. If the entropy of a group is high, it means that it is difficult to find the characteristics of the group. Therefore, when dividing the branch of the decision tree, it can be said that the best classification is to classify in the direction where the entropy is minimized [7]. When sorting in the direction of low entropy, dividing down the branch creates a tree until the single node, the last node of the decision tree, becomes a single node. At this time, if the number of branches becomes too large, the phenomenon of overfitting a part of data may occur [8]. When overfitting occurs, the training data in the existing decision tree shows high accuracy, but if new data is provided, the accuracy may decrease. Therefore, the Random Forest technique is used to prevent overfitting [9]. The Random Forest method is one of several methods to prevent overfitting of the decision tree, and the ensemble is a technique that combines several machine learning models to create a strong model. Random Forest, used in this paper, is a method of making several trees through training and collecting classification results obtained from multiple trees to get a conclusion. Random Forest has a characteristic that the trees produced by randomness are slightly different. Due to this characteristic, the relationship between each tree is lowered, and as a result, generalization performance is improved. It is a model that works very well without parameter tuning because of its excellent performance and reduces variability [10, 12]. Therefore, in this paper, the decision tree and random forest are applied and compare.

2.2 Algorithm

ID3, C4.5 and Random Forest, which are representative algorithms of decision trees, were used for the recognition of diabetes patients using decision trees.
Table 1. Classification Algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Special feature</th>
<th>Evaluation index</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID3</td>
<td>Categorical</td>
<td>Entropy</td>
</tr>
<tr>
<td>C4.5</td>
<td>Numerical</td>
<td>Information Gain</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Numerical</td>
<td>Information Gain</td>
</tr>
</tbody>
</table>

The ID3 algorithm used for the first time is a representative decision tree classification algorithm, which is the basis of several classification algorithms [13]. The ID3 algorithm creates a root node based on a representative element that classifies the entire data, and becomes a leaf node when the elements other than the representative element can no longer be separated. If not, it is an algorithm that selects the element with the lowest entropy value by changing the entropy and gradually completes the tree by extending the branches. It can only be used for categorical attributes, and the attributes used by the parent node are not reused. Numeric attributes cannot be used. At this time, the categorical type refers to data divided into several categories. Blood type, gender, and so on. This includes the nominal form that has no meaning in order and the order form that has meaning in order. There are two types of numbers: discrete types with discrete values and continuous types with continuous values. In the entropy, the formula for obtaining the entropy for area A where m records belong is defined as follows.

\[
B(A) = -\sum_{k=1}^{m} P_k \log_2(P_k) \tag{1}
\]

Here, \( P_k \) is the ratio of records belonging to category \( k \) among records belonging to area \( A \). Since the decision tree is an algorithm that can be used for classification, the entropy after classification must also be calculated. The formula for obtaining entropy after classifying \( A \) region as subset \( R \) is defined as follows.

\[
B(A') = \sum_{i=1}^{4} R_i (-\sum_{k=1}^{m} P_k \log_2(P_k)) \tag{2}
\]

\( R_i \) is the ratio of records in the area of \( i \) after division among the records before division. The next used C4.5 algorithm and Random Forest can be said to be the algorithm that complements the disadvantages of ID3. Numerical data can be used and the problem of overfitting caused by meaningless attributes is eliminated through pruning. Random forest is different from the fact that C4.5 tree is a single tree. Information gain is used as the evaluation index of the two algorithms, C4.5 and Random Forest.

\[
\text{Information Gain} = B(A) - B(A') \tag{3}
\]

The information gain can be easily obtained by subtracting the calculated value of Equation 2 from the calculated value of Equation 1.

2.3 Diabetes

Diabetes is a name given to the fact that glucose increases in the urine as blood sugar in the blood increases. Diabetes occurs when the pancreas has problems with its ability to secrete insulin or cells in the body can't respond to the insulin it makes. Diabetes is divided into type 1 and type 2 [1]. Type 2 accounts for most of Korean diabetes. It is mainly related to the elements of lifestyle and genetics. It progresses relatively slowly compared to type 1 and is associated with age and obesity, lack of exercise, lack of diet and stress [5]. In general, women have a slightly higher incidence than men because of changes in the hormonal environment of pregnancy. Currently, the criteria for separating patients with diabetes glyched hemoglobin, which is classified as diabetes with glyced hemoglobin not greater than 6.5% [1,14]. In this paper, we study additional factors to recognize such diabetes.
3. Main text

3.1 Data Elements

In this paper, the data elements used are FBS, BMI, gender, cholesterol, and triglycerides. The first factor, fasting blood sugar (FBS), is most closely related to diabetes in previous studies [4]. The second factor, Body Mass Index (BMI), causes fat to accumulate in the cells when obese, and makes inflammatory substances in the cells. As a result, free fatty acids gradually increase and insulin resistance occurs. BMI was used because increased insulin resistance increases the risk of complications such as diabetes [4]. The third factor, gender, differs in the incidence of diabetes due to the biological characteristics of men and women. In addition, more than 50% of diabetics suffer from hyperlipidemia. Therefore, in this paper, the amount of total cholesterol was applied as a factor to test how much it affects diabetes. Lastly, triglycerides were added. When the amount of triglycerides increases, fatty acids increase in the blood, and the action of insulin gradually decreases as fatty acids increase, making blood sugar control difficult. Difficulty controlling blood sugar was associated with diabetes, so it was applied as a factor to test the effect of triglycerides.

<table>
<thead>
<tr>
<th>Input variable</th>
<th>Factor</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>FBS(Fasting Blood Sugar)</td>
<td>Diabetes Diagnosis Critical Factors, Diabetes blood glucose level is based on fasting blood glucose level of 126 mg/dL or higher,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Obesity determination method, Height = t / Weight = w / BMI = w/ t^2</td>
</tr>
<tr>
<td>x2</td>
<td>BMI (Body Mass Index)</td>
<td>Normal : BMI 20~25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Overweight : BMI 25~29.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Obesity : BMI 30 or higher</td>
</tr>
<tr>
<td>x3</td>
<td>Gender</td>
<td>Gender</td>
</tr>
<tr>
<td>x4</td>
<td>Cholesterol</td>
<td>(1) High density cholesterol (HDL) (2) Low density cholesterol (LDL) (3) The total amount of cholesterol in three triglycerides. Baseline : Less than 180mg/dL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A form of fat synthesized in the body. High levels of triglycerides can cause various problems in the body. In particular, elevated triglyceride levels in the blood can cause cardiovascular problems. Baseline : Less than 180mg/dL</td>
</tr>
<tr>
<td>x5</td>
<td>Triglyceride</td>
<td></td>
</tr>
<tr>
<td>xd</td>
<td>Patient or not</td>
<td>Diabetes disease Yes / No</td>
</tr>
</tbody>
</table>

3.2 Entropy

For the production of decision trees, the entropy before classification and the entropy after classification were obtained using the entropy described in 2.2.

<table>
<thead>
<tr>
<th>Input variable</th>
<th>Factor</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Entropy before and after classification

<table>
<thead>
<tr>
<th>Entropy before classification</th>
<th>Entropy after classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>FBS</td>
<td>0.77555 0.77141 0.77549 0.76653 0.77524</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>0.33729 0.31789 0.33127 0.33127 0.77542</td>
</tr>
<tr>
<td>Triglyceride</td>
<td>0.61505 0.61347 0.61347 0.61347 0.62054</td>
</tr>
<tr>
<td>BMI</td>
<td>- - - - -</td>
</tr>
<tr>
<td>Gender</td>
<td>0.90303 0.90471 0.90471 0.90471</td>
</tr>
</tbody>
</table>

The item with the highest entropy is located at the top, and the decision tree is produced and analyzed in Chapter 4 through the result.
4. Experiment and Evaluation

First of all, since diabetes is not clearly classified in the types of attribute variables [15], the validity and effectiveness of the factors were verified by comparing the accuracy of various factors mentioned above. In this paper, a total of 5 elements were used.

![Figure 1. Accuracy graph according to data size](image)

T-1 is a form of accuracy when the Random Forest is composed of three elements, FBS, BMI, and Gender, which are the most frequently used elements in diabetes-related papers [3, 16]. As the humidity data increased to 4000, 6000, 9000, and 12000, the accuracy was 76.9%, 76.2%, 76.3%, and 78.6%, respectively. As the number of training data increased, the accuracy increased gradually. Next, the accuracy of T-2 with cholesterol elements added to T-1 was 76.3%, 76.5%, 76.6%, and 79.4%. Likewise, when the triglyceride was added as in the T-3, the above result was obtained. Finally, adding all the elements you want to study in this paper, the accuracy was highest with 76.6%, 76.3%, 076.8% and 80.2% as follows. That is, it can be seen from this study that the elements of Cholesterol and Triglyceride can also be used as a test index for diabetic patients. Next, using the Random Forest, a tree was created with the five items Gender, Triglyceride, Cholesterol, FBS, and BMI mentioned above. The size (number of trees) of the forest, the most important parameter in the Random Forest technique, was set to 100. Smaller forests require less time to construct and test the tree, but have less generalization ability and less accuracy. On the other hand, as the size of the forest increases, the test time increases slightly, but a regular tree of random trees is created by averaging the results generated from multiple tree sets, so it is more continuous and has better generalization. [10]. Therefore, 100 trees were synthesized to make the most efficient tree. In addition, in order to confirm how much the factors of each item influenced diabetic patients' perception, the importance of characteristics of each factor was also checked. Characteristic importance is a measure that determines which of the elements in a tree in any forest, on average, reduce impurities. After the end of the training, the score that reduced the impurity for each element is calculated and the result is displayed. Finally, the result is normalized so that the total sum of importance is 1. The characteristic importance of BMI was 0.59071599, followed by Triglyceride with the importance of 0.16245313. The following were in the order of Fasting Blood Sugar (FBS), Cholesterol, and Gender, respectively, in order of 0.10175725, 0.09772863, and 0.047345. The figures show the relative importance and relevance of each element to be studied in this paper. As a result, it can be seen that triglycerides and cholesterol, which are known to be related to diabetes, are closely related to diabetes.

5. Conclusion

In addition to FBS and BMI, which are mainly used for diabetic management and diabetic patients, this study attempted to investigate the factors that are not used, such as Triglyceride and Cholesterol, are also related to diabetes and how much they affect it[3,16]. Tests confirmed that Triglyceride and Cholesterol are closely related to diabetes. It can be seen that not only diabetics, but also the general population of the risk group of
diabetes needs attention regarding FBS and BMI, which are measures of diabetes, but should pay attention to the management of Triglyceride and Cholesterol. Finally, using data mining such as Random Forest, which was tested and studied in this paper, it is possible to train not only diabetes but also other disease data, and the learned data can identify and verify new factors affecting disease in advance. The verified data can identify the association between each element, and once identified, classify the disease and manage important factors in advance. In addition, the disease can be prevented through the management of the data element, and the possibility of disease classification and prevention using data mining is high, which will be useful in the future.
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