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1. INTRODUCTION   

Due to emergence of Deep Learning and devel-

opment of its models, there was great progress in

the computer vision tasks. Especially, image clas-

sification and recognition fields have witnessed a

considerable improvement by achieving state-of-

the-art results using Deep Neural Network

(DNN)s. One of the members of DNNs family,

Convolutional Neural Network (CNN)s, have been

successfully employed to recognize and classify

images for the last decade. However, it is un-

deniable fact that deep networks demand such gi-

gantic amount of data that datasets with thousands

or even a couple of million samples are not enough

to utilize full power of CNNs. The most well-

known models [1-3] that achieved incredible re-

sults using CNNs were trained on very large data-

set [4] containing more than ten million hand-an-

notated images. Therefore, even a decade ago, re-

searchers and practitioners were unable to obtain

desirable results because of limitations in data

amount, but recent rapid increase in image data on

the web allowed to acquire required amount of data

and to train more powerful and resilient models.

The process of hand-labelling, where human
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experts are involved to label raw data is exceed-

ingly costly. Additionally, raw images might look

so confusing and complicated that even experts in

the area may have different opinions regarding the

images label. Therefore, the other methods of la-

belling with no human experts intervention are

preferable in majority of the cases. Crowdsourcing

and online queries are clear examples of them,

where data is labelled by non-expert individuals.

Due to insufficient knowledge in the field and sub-

jective judgment of the people, datasets often have

great number of incorrect labels, or even worse

they can be corrupted. As a result, it negatively

impacts on the performance of a deep CNN model,

because it learns from wrong labels and accepts

them as correct, consequently fails to properly

classify input data. This fact was also proven in

[5], where the authors found out that CNNs can

memorize even very large datasets. Also, they no-

ticed that in the case of corrupted labels existence,

a model failed to generalize well to unseen data

with correct labels because it learned from in-

correctly labelled data.

In general, corrupted labels in dataset might

cause large problems in all types of supervised

learning algorithms. Nevertheless, it is common to

face poorly labelled datasets in the wild due to the

aforementioned problems. As the goal of image

classification problem is to classify images with

high accuracy, we need to find the methods to ad-

dress the problem of corrupted labels. The first and

most simple thought is just to select correctly la-

belled images manually. But this process is ex-

ceedingly tedious and tiresome. Moreover, when

the dataset contains millions of samples, manual

selection of correctly labelled data might become

enormously time-consuming.

Since the issue of poorly labelled data is essen-

tial in training CNNs, training a model with cor-

rupted labels has been broadly researched so far.

We can roughly divide existing techniques into two

subgroups, namely statistical methods as well as

deep learning methods, which concentrate on

training deep neural networks with poorly labelled

data. They will be discussed in more details in the

second section of the work. However in general we

can point out that majority of those techniques

have a number of shortcomings. Firstly, majority

of the methods heavily depend on very complex

algorithms. Second, due to complexity of the meth-

ods, it is very difficult to reproduce them and use

for other datasets. Third, most of them trained two

deep neural networks simultaneously, which is

both time and computationally expensive. In gen-

eral, the proposed method addresses aforesaid as-

pects and contributes for the improvement of the

area in following ways:

∙ The technique is relatively simple in compar-

ison to the existing methods and contains

fewer complex steps.

∙ It can be effortlessly comprehendible and

easily reproducible.

∙ The proposed approach is efficient in terms

of time and computation.

∙ It deals with the 50% incorrectly labelled

dataset.

∙ The results of the method are competitive

with the existing state-of-the-art techniques.

The rest of the research work is organized as

follows. Section 2 contains the brief introduction

of the previous research related to our method. The

methodology of our method is described in Section

3. The information about the experiments and their

results are provided Section 4. Finally, Section 5

summarizes this work with conclusion and direc-

tions for the future work.

2. RELATED WORKS

2.1 Conventional algorithms to train models with 

noisy labels

Great amount of research has been conducted on

the detrimental outcomes of training a model with
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the data containing incorrect labels that produced

various solutions to tackle the issue. As mentioned

above, existing techniques might be categorized

into statistical and deep learning methods. Regard-

ing the former, they mainly contributed to the

tackling corrupted labelled data problem theoret-

ically [6]. To illustrate, Natarajan et. al studied the

problem binary classification with the existence of

random noise and proposed a simple unbiased esti-

mator as well as weighted surrogate loss [7].

Menon et. al used class probability estimation to

study noisy labels and identified that balanced er-

ror can be optimized with no knowledge of cor-

rupted labels and range of classification risks can

be minimized [8]. Liu et al. also studied a classi-

fication problem with corrupted labels [9] and

demonstrated that surrogate loss, while used with

importance weighing, can be successfully used for

classification task with noisy labels on both syn-

thetic and real datasets. Bootkrajang et. al pro-

posed new regularization method [10] that deals

with noise in high dimensions and demonstrated

its usage in concrete applications.

2.2 Deep learning approaches to train models 

with noisy labels

This subgroup of the methods to deal with cor-

rupted labels consists of solutions for Deep Learn-

ing models. For example, Bekker et. al proposed

an approach [11] that ignores the presence of in-

correct labels learns from neural network parame-

ters as well as the noise distribution at the same

time. Mnih et. al proposed different loss functions

[12] that can tackle wrongly labelled data issue and

train deep neural networks on complex datasets.

Sukhbaatar et. al presented a method [13], which

matches output of the model with the corrupted la-

bel distribution. A new crowd layer that enables

to train end-to-end deep neural networks using

corrupted labels was introduced by Rodrigues et.

al [14]. Tanaka et. al presented a combined opti-

mization framework [15] that can fix incorrect la-

bels during training stages along with model’s oth-

er parameters. Veit et. al [16] showed the efficiency

of firstly train with noisy data and then fine-tune

with clean data. The method resulted in impressive

results in very large dataset with almost 10 million

samples.

2.3 The-state-of-the-art approaches to train 

models with noisy labels

Apart from the works mentioned above, perhaps

the most influential techniques on dealing with

corrupted labels were S-model [17], Bootstrap [18],

F-correction [19], Decoupling [20], and Co-teach-

ing [6]. The first several methods greatly con-

tributed to the progress of corrupted labels problem

solution, whilst the latter improved Decoupling

method by addressing its shortcomings.

The authors of S-model proposed a technique

that can be trained using only noisy labelled data

and showed that learning is possible without any

clean data. They also demonstrated that addition

of softmax output layer allows to employ the algo-

rithm even with deep neural networks. Bootstrap

technique creators presented an algorithm that

creates noise distribution matrix that maps pre-

dictions of the model to the targets. The loss com-

puted from the mapping allows the model to ex-

plore the noisy data characteristics. Similarly, F-

correction method also relies on the noise transition

matrix building. Its essence is the correction of loss

by the noise transition matrix. In the first stage,

a regular model is trained to build the noise tran-

sition matrix and then another model is used to

make predictions based on the earlier defined

matrix.

The essence of decoupling technique is to let the

classifier decide on its own whether to update the

model or not by handling each sample of the data-

set one by one. Also, the classifier’s ability to per-

form huge number of updates in the beginning of

the training and slowly decrease the updates in the

end remained intact. In order to achieve this, the
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authors trained two deep models and updated them

only when the predictions were not the same.

However, Decoupling technique could not deal with

noisy labels in a detailed way. Co-teaching techni-

que trained two networks too, but the method’s

novelty was to permit to filter various kinds of er-

rors caused by noisy labels. By allowing this, the

authors improved Decoupling approaches, which

slowly accumulated the error because the error

from the first classifier was sent back to itself in

every following mini-batch data. Co-teaching

method showed its power even in exceedingly cor-

rupted data with the noise rate of 50%.

3. THE PROPOSED METHODOLOGY

As we mentioned earlier, we use an unsuper-

vised learning algorithm followed by a deep CNN

model. The graphical illustration of the method is

depicted in Fig. 1.

The proposed approach for dealing with noisy

labels comprised of following stages:

- In the first step, the dataset with corrupted

labels is divided into the several parts. The

number of divided parts is determined by the

number of classes in the dataset.

- Once the dataset is divided into several slices,

each of it goes through K-means clustering

unsupervised learning algorithm, which sepa-

rates the input into two clusters.

- After visual inspection of the clusters, the one

with majority of correct labels is selected.

- n number of clusters then are concatenated in

order to create a new dataset that contains

training examples with relatively correct

labels.

- The new dataset is trained using deep CNN

that is shown in Fig. 2.

- The outcome of the method is more smooth

and better training process with reduced loss

as well as improved accuracy.

3.2 K-means clustering algorithm

As stated in the description of the proposed

method, we utilize K-means clustering algorithm

to obtain data samples with correct labels. K-mean

clustering algorith [21], [22] finds a fixed number

of clusters, initially defined by a user, in the

dataset. A cluster is a collection of data samples,

which are collected together based on similarities

in the features. In order to make the algorithm

work, first we need to define “k”, the number of

clusters we desire. Another important term, cent-

roid, defines a cluster centers, so after setting “k”,

the algorithm finds cluster centroids that are the

locations of the center of each cluster. In general,

K-means finds “k” clusters and assigns all data

samples to the nearest cluster by targeting to keep

the clusters as small as possible. The objective of

the algorithm is to minimize the sum of squared

Fig. 1. The methodology of the proposed scheme.
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distance between the data points and their corre-

sponding cluster centers:

arg

min

  




 ∈ 

‖  μ‖2 (1)

In order to attain the objective function, the al-

gorithm randomly selects the coordinates, which

are used as the first cluster center locations. After-

wards, K-means algorithm conducts following

steps:

* Assigns each sample in the dataset to the

nearest cluster based on Euclidean distance:

 







  
 (2)

* For every centroid, computes mean values of

every member of the cluster and sets the mean

value as the new value of the cluster centroid.

The algorithm stops processing in following

cases:

* Objective function is completely optimized –

the next iteration of the algorithm cannot improve

the optimal location of centroids.

* Maximum number of iterations set by a user

are completed.

3.3 Deep CNN Architecture

Regarding model architecture, we decided to use

a CNN model for our experiments. Because CNN

has been consistently achieving state-of-the-art

results in image classification tasks. The archi-

tecture of our model is illustrated in Fig. 2.

Fig. 2 shows general structure of the CNN model.

The first hidden layer contains convolutional oper-

ation with 16 kernels each size of 5×5, stride of

1, which is responsible for the step of kernels

across the image and “same” that keeps the image

size intact. The output of the convolutional layer

then passes through ReLU activation function fol-

lowed by a batch normalization layer, which as-

sists to keep the activations normalized. The sec-

ond hidden layer has similar structure, first 32 ker-

nels that have 3×3 size do convolution operation

with the stride of 2 and “same” padding. The out-

put then goes through ReLU activation function

and batch normalization layers. The only difference

with the first hidden layer is the addition of

Dropout layer, which is responsible for diminishing

overfitting problem. Since the second hidden layer

is only the beginning of the training, we believe

that the model will not overfit to training samples

yet, so we chose a negligible 0.2 rate for dropout,

which randomly drops 20% of the nodes in the hid-

den layer 2. The third hidden layer’s convolutional

operation is done with 64 kernels that are 3×3,

stride of 1 and “same” padding followed by ReLU

activation function. Here, we use max pooling layer

to decrease the size of the image by two. The out-

put of it passes regular batch normalization and

dropout layers. The convolution operation of the

hidden layer 4 is done with 128 3×3 filters with

the stride of 2 and “same” padding. Its output then

goes through ReLU activation function, batch nor-

Fig. 2. Deep CNN model architechture for the experiements.
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malization and dropout operations. For the last

convolution operation, we use 256 filters with 3x3

kernel size, stride of 1 and “same” padding. Then,

we apply activation function, max pooling, batch

normalization and dropout operations before flat-

tening the image in order to create an input for fully

connected layer. The output of it passes through

another fully connected layer using softmax acti-

vation function, which then outputs 10 values for

each of the classes.

4. EXPERIMENTS AND RESULTS

4.1 Dataset

We use MNIST handwritten digits database,

which has 50% incorrect labels for the samples. It

is considered as extremely noisy dataset where

each second training example has been wrongly

labelled. The dataset contains sixty thousand train-

ing samples for training and ten thousand exam-

ples for validation accordingly. It has same dis-

tribution of training examples like in original

MNIST database of handwritten digits [23] that

comprises various number of examples in each

class. General description of the dataset for the ex-

periments is given in Table 1.

As can be seen from Table 1, number of training

examples are different in contrast to validation ex-

amples, which have equal one thousand examples

for each class. In order to make sure the dataset

training examples contain corrupted labels, we il-

lustrated them in Fig. 3.

Fig. 3 depicts randomly chosen training exam-

ples from the classes of 0 and 7. It is obvious that

dataset is labelled incorrectly, since in (a) there are

only 13 images, which actually look like 0, whilst

the rest ones are totally different digits. The same

tendency can be observed in (b), which has only

Table 1. General information about MNIST database of 

handwritten digits with noisy labels

Class labels
Training
examples

Validation
examples

0 5963 1000

1 6332 1000

2 5678 1000

3 6061 1000

4 5932 1000

5 5741 1000

6 5968 1000

7 6115 1000

8 5931 1000

9 5979 1000

(a) (b)

Fig. 3. Training examples of the corrupted data. (a) training images labelled as 0 (b) training images labelled as 7.
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a few images of number 7.

4.2 Training Setup

We formualted a deep CNN model using Keras

library with Python programming language and

conducted experiments using NVIDIA GeForce

RTX 2060 SUPER GPU. For all experiments, we

initialized weights using Kaiming weight initiali-

zation [3] and used Adam optimizer [24] with mo-

mentum of 0.9 and learning rate of 1e-3. Addition-

ally, loss function was sparse categorical cross-

entropy and evaluation metrics was accuracy as in

[25]. We also trained the classifier for 50 epochs

with the batch size of 256.

The overall picture of our experiments is de-

picted in Fig. 4. We began testing the model by

separating the images of each class into different

folders. Since there are ten classes in the dataset,

we came up with ten folders each of which contain

corrupted labels.

In the second stage of the proposed method, we

use unsupervised learning algorithm to clean the

dataset containing corrupted labels. Since this sort

of learning does not require any labels, in contrast

it creates labels based on the similar features of

data points. We assumed that even though labels

were incorrect, unsupervised learning can find

similar samples based on their features and create

clusters of training examples with alike parameters.

For our experiments we used one of the most

efficient representatives of unsupervised learning

family–K-means clustering algorithm. We set the

number of clusters as 2, because we expected the

algorithm to group the samples into two clusters,

like the digits that correspond to the class label

(correct labelled data) and the digits that are differ-

ent from cluster 1 that does not look like to the

digits with corresponding class label. In other

words, in case of digit 0, we anticipated to group

all 0 to one cluster, and all other digits (since their

features are different) to another cluster. This logic

worked quite well in our experiments. The results

of K-means clustering algorithm usage can be

seen in Fig. 5.

As can be seen from Fig. 5, K-means clustering

algorithm greatly assisted to extract somehow

similar images from mixed training examples. Fig.

5 (a) and (b) as well as (c) and (d) demonstrate

the division of the training images from Fig. 1 (a)

and (b) respectively. Originally, they should be la-

Fig. 4. The graphical illustration of the experiment using MNIST digits database with corrupted labels.
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belled as 0 and 7, since they are the classes for

0 and 7 digits accordingly. Admittedly, K-means

clustering is not impeccable and cannot separate

the training examples flawlessly. However, the

output of the algorithm made great progress in in

some way cleaning the training images from cor-

rupted labels. Additionally, it should be noted that

the process of making two distinct clusters takes

only a few seconds so for 10 classes we spent ap-

proximately half a minute, which is thousands of

times faster than tedious manual cleaning. After

obtaining the new dataset with by some means

correct labels for each class, we concatenated the

training images into one in order to create an ap-

propriate input for upcoming step–classification

using CNN model.

4.3 Experimental Results

In this subsection, we compared the ex-

perimental results of the baseline and proposed

methods inspired by [26]. In order to compare the

considered models, we first trained a CNN model

using totally corrupted data, then repeated the

process by employing cleaned data. The outcome

of the experiments can be seen in Fig. 6.

We can observe the difference between the re-

 

(a) (b)

(c) (d)

Fig. 5. Training examples of the corrupted data after applying K-means clustering algorithm. (a) cluster 1 of images 

labelled as 0 (b) cluster 2 of images labelled as 0 (c) cluster 1 of images labelled as 7 (d) cluster 2 of images 

labelled as 7.
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sults of training process with corrupted labels and

the proposed method in Fig. 6. It is noticeable that

both training loss and training accuracy increase,

while validation loss and accuracy decrease re-

spectively in the case of training with incorrect la-

bels, because the model accepts wrongly labelled

images as correct and make predictions based on

this knowledge. Consequently, validation data that

contains correct labelled data suffers from in-

correct learning and the model experiences down-

ward tendency in validation loss and accuracy,

which we care most. In contrast, regarding the

case of the proposed method, training, validation

loss and accuracy are comparably stable, and the

loss steadily decreases while the accuracy gradu-

ally increases as we expect.

Moreover, it should be noted that the proposed

technique performed significantly better than the

training with corrupted labels in the aforesaid

aspects. Specifically, in the case of the standard

model the training loss and validation loss con-

verged at approximately 1.8 and 6.0 that is sig-

nificantly higher than the results of the proposed

model, which obtained 0.5 and 1.12 units for train-

ing and validation loss, respectively. Similarly, the

training and validation accuracy of the proposed

model were both nearly 80%, while the standard

model obtained 30% and 20% less accuracy in

training and validation sets in comparison with the

proposed model by converging at 50% and 60% ac-

curacy, accordingly.

5. DISCUSSION

After successfully training the model and ob-

taining satisfactory results, we decided to plot con-

fusion matrices in order to observe the perform-

ance of the network in classification of each label.

As can be seen from Fig. 7, the model trained

with the proposed method performed quite well in

(a) (b)

(c) (d)

Fig. 6. Results of the experiment. (a) training loss (b) training accuracy (c) validation loss (d) validation accuracy.
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classifying the handwritten digits with 50% in-

correct labels. In 7 out of 10 classes, the model at-

tained accuracy of 90% and higher, with an im-

peccable result for digit 1. Class 2 and 8 had similar

classification accuracy rates of approximately 75%,

whilst class 5 had pretty low score of about 60%.

In fact, the network could not classify the hand-

written digits perfectly and misclassified several

categories. Specifically, the model mostly mis-

classified digit 0 as 8 (30 times) and 5 (24 times),

while it could recognize digit 1 almost perfectly

with only few misclassifications, such as 2,3,5, and

9. Regarding digit 2, it primarily mispredicted as

1 and digit 5 was misclassified as 1 in majority

cases. The most confused classes by the model

however, were categories of 8 and 9 because their

mispredicted labels were various, ranging from 0

to 9 excluding 8 fro class 8 and ranging from 0

to 8 for class 9, respectively.

Such imperfect performance of the model was

mainly because it used incorrectly labeled data for

training. However, considering significant increase

in its performance in comparison with the standard

model, we can conclude that the proposed model

has promising application perspectives in the do-

main of training CNN models with corruped labels.

6. CONCLUSION

To summarize, we conducted research into

training a model using dataset with incorrect

labels. We did extensive literature review on vari-

ous statistical and deep learning methods to alle-

viate the consequences of the issue. Based on the

knowledge from related work, we realized that ex-

isting approaches of training with corrupted labels

are either complex or hard to reimplement. There-

fore, we decided to propose our method that is sim-

ple yet effective. The technique is so easy to use

that requires very little engineering skills to be

implemented. To show the competitive perform-

ance of the technique, we selected MNIST data-

base of handwritten digits with 50% incorrect la-

bels for our experiments. Also, we employed K-

means unsupervised learning algorithm to choose

data with somehow correct labels and trained the

new dataset with deep CNN model. The results

were satisfactory. The proposed method with data

selection outperformed training with 50% cor-

rupted labels by more than 20% and 10% for train-

ing and validation accuracies accordingly. Additio-

nally, our method made the learning process more

smooth and stable attaining steady decrease of loss

and gradual increase of accuracy for both training

and validation sets. The proposed method not only

attains competitive outcomes, but also allows the

data collection process to be less costly and time-

consuming.

Although the proposed method attains desired

results of dealing with corrupted labels, it can be

(a) (b)

Fig. 7. Confusion matrices. (a) Confusion matrix without normalization. (b) Confusion matrix with normalization.
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further improved in the future. One direction for

improvement is to find an approach to keep ma-

jority of the data points in the training set. Because,

in our case the number of training examples de-

creased twice due to 50% corrupted labels. We will

conduct additional research to find out the ways

to efficiently extract correct labelled data with

keeping more training datapoints in comparison to

the outcome of this method.
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