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1. INTRODUCTION   

According to the American Health Association,

heart-related diseases are the leading causes of

death in the United States of America and around

the world [1]. Thus, daily heart rate monitoring is

a very important task to detect heart-related dis-

eases in their early stages and provide a preventive

treatment. The estimation of heart rate can be ach-

ieved by using omnipresent devices on modern hu-

man living space, such as cameras. Moreover, the

best way to ease such monitoring is to provide an

easy-to-use and noninvasive way in a touchless

manner. A practical way to estimate the heart rate

is exploiting physiological changes on the human

face that are caused by heartbeats. Such physio-

logical changes are expressed by two different ap-

proaches: photoplethysmography (PPG) and ballis-

tocardiography (BCG). PPG, first explained at [2],

measures the changes of colors in the human skin

due to changes of blood volumes during heartbeats.

On the other hand, BCG measures the head move-

ments caused by the blood influx through the car-

otid artery during heartbeats. The color changes

or head movements are extremely tiny and in-

visible by a naked human eye, but can be captured
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using cameras. Many vision-based researches have

been reported on providing an effective heart rate

monitoring system using either of PPG and BCG,

including the PPG-based methods [3,4,5] and

BCG-based methods [6,7,8]. The PPG-based meth-

ods commonly attempt to compute the average of

pixels’ intensities within certain regions of interest

(ROI) in the human face. Variations of such pixels’

intensities over time are then considered as raw

heart rate-related signals, may containing some

noises in real environments. The pixel intensities

can vary depending on lighting conditions; thus the

PPG-based methods are usually sensitive to un-

stable lighting conditions. For example, ambient

lighting changes would highly influence those raw

signals. On the other hand, the BCG-based meth-

ods commonly attempt to track some feature points

on the human face within a period of time. Series

of locations of such feature points are considered

as raw heart rate-related signals. Therefore, the

BCG-based methods are usually sensitive to vol-

untary head motions that are not originated from

heartbeats. However, two approaches, PPG and

BCG, can be alternatively used in the challenging

conditions of each other, because the change in

pixel intensity in the human face caused by volun-

tary head motions are small and the feature points

used in BCG are rarely influenced by lighting

changes. Hence, in this paper, we explore an effec-

tive way to combine PPG and BCG approaches to

create a hybrid method that has better robustness

to voluntary head movements and unstable lighting

conditions than existing PPG-based methods and

BCG-based methods.

The remaining parts of this paper are organized

as follows. First, related works are introduced in

Section 2. Then, the proposed combination method

is explained in Section 3. In Section 4, experimental

results are presented and analyzed. Finally, con-

clusion is made and possible future studies are dis-

cussed in Section 5.

2. RELATED WORK

Both PPG and BCG approaches have three main

steps: frame-to-frame tracking and raw signal ac-

quisition, signal processing and selection, and heart

rate computation. In this section, we will discuss

each step used in several notable PPG-based and

BCG-based methods.

2.1 PPG-Based Methods

For both PPG-based and BCG-based methods,

raw signals are acquired by tracking certain chos-

en ROIs within the human face. For PPG-based

methods, the aim of tracking is to retrieve colors

changed within the same ROI for all frames. For

BCG-based methods, locations of tracked features

in ROIs are directly considered as raw signals. One

of early PPG-based methods, proposed in [9], used

the whole facial region as ROI and computed the

average pixel intensity for the red, green, and blue

channel in each frame. Time series of those pixel

intensities gave three raw signals. The method re-

moved noise by applying the fourth order Butter-

worth filter, normalized the signals, and applied an

independent component analysis (ICA) for blind

source separation. Then, the method selected the

signal that was the most similar to a pulse signal

and computed the heart rate from the selected

signal. Tasli et al. proposed to use facial landmarks

to address facial expression problems [10]. They

averaged intensity of the green channel of pixels

to obtain the raw signal. Then, they detrended the

signal using the technique proposed in [11] to re-

move noises caused by ambient lighting changes.

Finally, they used both time and frequency domain

information to estimate the heart rate. Jain et al.

introduced an additional preprocessing step of

cropping around the face [12]. After cropping the

face video with a predefined size of M × M, they

considered only the red channel of pixels and built

a matrix A where each column represents a frame.

Then, they applied a principal component analysis
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(PCA) to obtain a matrix A ˈ, which was re-
constructed with the most principal vectors, and

computed a reconstruction error matrix APPG by

subtracting A ˈ from A. Each column of APPG was

reshaped back to the original frame size of M ´

M. The PPG signal was obtained by averaging the

pixel intensity in each reconstructed frame. After

filtering the signal with a bandpass filter with a

pass band of [0.5, 5] Hz, they proposed to only con-

sider portion of the signal having significant visual

features like peaks, foots, and dicrotic notches.

Finally, they computed heart rate relatively to the

number of detected peaks within a signal duration.

2.2 BCG-Based Methods

As mentioned before, the focus of BCG-based

methods is to accurately track locations of selected

features within ROIs. The first practical BCG-

based method was proposed by Balakrishnan et al.

[6]. The method used the Viola-Jones face detector

[13] that comes with OpenCV library [14] to re-

trieve a human face region. As the face detector

returns a rough rectangular region, the method

considered as ROI 90% heightwise and 50% width-

wise centered at the middle. To avoid eyes blinking

artifacts, the method removed sub-rectangle span-

ning from 25% to 50% heightwise from the ROI.

Then, the method detected feature points within

the ROI using OpenCV’s good features to track

(GFT) function. Those detected features were

tracked using OpenCV’s Lucas-Kanade optical

flow. Time series of vertical locations of feature

points constituted the raw BCG signal. The fifth

order Butterworth filter with a bandpass of [0.75,

5] Hz was applied to the raw signal to remove

noises. Then, PCA was applied to the filtered sig-

nal and only the five most dominant eigenvectors

were considered in the following steps. Finally, the

method selected the most periodical eigenvector

and estimated heart rate from the frequency having

the highest magnitude after transforming the se-

lected signal to the frequency domain. Shan and

Yu proposed to reduce the ROI only within fore-

head regions in order to avoid feature points’ mo-

tions caused by facial expressions [7]. They also

used ICA instead of PCA for signal decomposition.

To estimate the heart rate, they selected the fre-

quency with the highest magnitude in the power

spectra density. Haque et al. proposed combining

the OpenCV’s GFT and supervised descent method

(SDM) [15] to detect feature points on the human

face [8]. Feature points detected and tracked with

SDM helped to address the problem of tracking

loss that occurred during facial expressions or oth-

er rigid motions. After tracking feature points and

obtaining a raw signal, they proposed to apply an

eighth order Butterworth filter followed by a mov-

ing average filter to remove noises. They also ap-

plied PCA and a discrete cosine transform to the

filtered signal to find the most periodic signal.

3. THE PROPOSED COMBINATION METHOD

In this section, the entire process for heart rate

estimation is described; First, we introduce how

raw PPG and BCG signals are obtained. Second,

we introduce how the raw signals are processed

and combined for a more robust heart rate estima-

tion under challenging conditions. Third, we dis-

cuss the problem with selecting the wrong signal

not related to heart rate, caused when using the

existing signal selection methods. Finally, we in-

troduce how heart rate is estimated from the heart

rate-related signal. Fig. 1 shows the overall proc-

ess of the proposed method.

3.1 Raw Signal Acquisition

We detect the facial region using the Viola-

Jones detector and also detect facial landmarks us-

ing the SDM that comes implemented with con-

tribution modules of OpenCV. After facial land-

mark detection, we define four different regions

around eyes, forehead, and nose. Those regions are

defined by grouping facial landmarks and founding



1391Heart Rate Measurement Combining Motion and Color Information

Fig. 1. Flowchart of the proposed method. (a) ROIs de-

tected at the first frame and tracked throughout 

the subsequent frames, (b) raw signals acquired 

by: averaging pixel intensities on the red, green, 

and red channels within selected ROIs (pink 

boxes) to construct raw PPG signals; tracking 

vertical locations of top-left corners (white cir-

cles) and bottom-right corners (blue circles) to 

construct raw BCG signals, and (c) heart rate 

computation for all signals reconstructed by 

PCA.

a 2D bounding box. Those bounding boxes con-

stitute regions of interest (ROI) of the proposed

method. Then, we track ROIs using the OpenCV

median-flow region-based tracker. Vertical loca-

tions of left-top and bottom-right corners of

tracked regions are considered as raw BCG signals.

To obtain raw PPG signals, at each frame, we

compute the average of pixels intensities for red,

blue, and green channels within forehead and nose

regions. In general, the red channel provides better

PPG signals than the others [16], but the blue and

green channels may contain complementary in-

formation [9]. We excluded eye regions to minimize

the impact of facial non-rigid motions. Therefore,

we obtain eight raw BCG signals and three raw

PPG signals.

3.2 Signal Processing and Selection

The main goal of this paper is to effectively

combine the raw PPG and BCG signals so that in-

formation related to the heart rate may be con-

served the most. With a frame rate of 25 fps, we

gather 512 samples corresponding to 20.48 s for

each raw PPG or BCG signal. Thus, the dimension

of samples for eight raw BCG signals and three

raw PPG signals corresponds to 8 ´ 512 and 3 ´

512, respectively. Then, we stack them and obtain

a resulting raw signal samples of size 11 ´ 512.

Then, we independently apply a Butterworth filter

with a pass band of [0.75, 3.5] Hz to each of the

raw signals. The aim of the Butterworth filter is

at removing high frequency noises usually related

to fast lighting condition changes. In addition, we

apply a moving average filter to smoothen the

signals.

Finally, we perform the PCA on the filtered sig-

nal data. Although ideally the heart rate-related in-

formation should appear within the most dominant

Eigenvectors, we observed in our preliminary ex-

periments that it is not guaranteed. Hence, we use

all the Eigenvectors to re-project the original data

to obtain a transformed data. After performing the
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PCA, conventional methods usually select the most

periodic signal as the pulse signal. However, in our

observation during preliminary experiments, the

signal having the closest heart rate estimation to

the ground truth was not always the most periodic

one, especially on challenging conditions. Also, we

could not find a reliable signal selection method in

the literature and failed to develop it as well.

Nevertheless, as the aim of this paper is to analyze

accuracy of the combination method under chal-

lenging conditions, we focus on the percentage of

cases where at least one candidate signal had an

estimation of heart rate close to the ground truth.

To this end, signals are manually selected after es-

timating the heart rate using the technique de-

scribed in the next section.

3.3 Heart Rate Computation

The most popular way to compute the heart rate

would be to transform the selected signal to the

frequency domain by applying a fast Fourier trans-

form and finding the frequency corresponding to

the maximum power spectrum as done in [7]. In

situations of strong noises under challenging sce-

narios, however, the maximum frequency is not al-

ways the one expressing the heart rate at best.

Hence, we use a more advanced heart rate compu-

tation method that does not need the use of the

maximum frequency. Using a moving average fil-

ter with a large window, we compute the trend of

the selected signal that will be smoother and has

only lower frequency components of the original

signal. The trend signal divides the original signal

into cycles. From each cycle we create sets of

peaks and perform all combinations of peaks from

different cycles. Then, the combination having the

lowest variance for the average elapsed time be-

tween peaks is used for the heart rate computation.

We compute the heart rate in beats per minute

(BPM) from the set of peaks pi, i = (1, 2, …, K),

where K is the number of peaks in a combination,

using Eqs. (1) and (2). This is originated from the

optimization tree proposed in [17] where the period

with respect to the most dominant frequency is

used to segment the signal into cycles. However,

our method does not compute the most dominant

frequency, which allows to be more robust in chal-

lenging conditions where that most dominant fre-

quency would be too far from the heart rate-related

frequency.

 


  

 

    (1)

 

 ×
 (2)

where TE is the average elapsed time between

peaks, t(pj) is the time at the j-th peak, and fsamp
is the sampling rate.

4. EXPERIMENTAL RESULTS AND ANALYSIS

Experiments were conducted on a laptop setup

using an Apple MacBook pro model 2015 with an

Intel core i7. To get face videos, the webcam we

used a webcam (Logitech C922). The Polar chest

belt H7 was used as the ground truth device. 25

subjects of different ethnicities and ages ranging

from 22 to 41 participated to our experiments. They

were required to sit within 1 meter from the web-

cam while staring at it. To create challenging data,

we asked subject to freely move their heads while

staring at the camera. Moreover, we randomly

changed the intensity of the indoor LED light sour-

ces to create challenging lighting conditions. In

some cases, we combined head movements and

lighting changes. As the proposed method focusses

on scenarios of challenging conditions, we compare

it with other related methods in such cases. We

picked PPG-based methods proposed in [9] and

[12], BCG-based methods proposed in [7] and [8],

together with a variant of the proposed method that

uses ICA instead of PCA. Moreover, we focus on

showing that the proposed method always ensures

that one of obtained candidate signals has an esti-

mated heart rate close to the ground truth within
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a certain threshold. In our experiments, we set the

threshold value to 3 BPM. Table 1 and Fig. 2 show

percentages of containing heart rate-related one

among the signals obtained by each method in dif-

ferent scenarios. Table 2 and Fig. 3 show the mean

absolute error of each method. First, in the ideal

scenario where the subjects are asked to stay still

without movements and also the lighting con-

ditions are ideally set with a single LED source,

all the methods had a heart rate estimation within

3 BPM away from the ground truth with a proba-

bility of 100%. In the second scenario with chal-

lenging lighting conditions, where we randomly

moved an obstructing object between the light

source and the subjects, PPG-based methods de-

creased much more in accuracy compared to

BCG-based methods. In the third scenario where

the subjects were asked to move their head freely

while recording their faces, BCG-based methods’

accuracies significantly decreased. Finally, in the

fourth scenario where two challenging conditions

were combined, both PPG-based and BCG-based

methods experienced a significant decrease in their

accuracy; however, the proposed method still had

the high percentages (> 93%) of extracting heart

Table 1. Percentages of containing heart rate-related one among the signals obtained by different signal acquisition 

methods

Challenging conditions BCG [7] BCG [8] PPG [9] PPG [12]
Proposed-
ICA

Proposed-
PCA

C0: None (ideal) 100% 100% 100% 100% 100% 100%

C1: Allowing lighting changes 94.50% 96.34% 75.20% 76.61% 97.32% 99.10%

C2: Allowing voluntary head
movements

72.30% 75.40% 96.50% 94.68% 93.71% 98.41%

C3: C1 + C2 63.41% 71.32% 60.50% 65.05% 89.11% 93.35%

Table 2. Mean absolute errors in BPM

Challenging conditions BCG [7] BCG [8] PPG [9] PPG [12]
Proposed-
ICA

Proposed-
PCA

C0: None (ideal) 2.70 2.30 2.10 1.92 1.26 1.18

C1: Allowing lighting changes 3.20 3.31 11.71 10.60 1.99 1.45

C2: Allowing voluntary head
movements

12.31 9.97 3.57 3.67 4.38 2.78

C3: C1 + C2 15.71 13.99 15.25 14.78 5.23 3.01

Fig. 2. Percentages of containing heart rate-related one 

among the signals obtained by each signal ac-

quisition method in different challenging condi-

tions.

Fig. 3. Mean absolute errors in BPM of different signal 

acquisition methods in different challenging 

conditions.
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rate-related signals and maintained low errors (<

3 BPM) in all the challenging conditions. In the

proposed method, using ICA instead of PCA also

yielded acceptable performance, but using PCA

yielded better performance, especially in more

challenging conditions.

5. CONCLUSION AND FUTURE WORK

In this paper, we proposed a vision-based meth-

od that measures heart rate from face videos. The

proposed method aimed at addressing challenging

scenarios where lighting conditions are dynam-

ically changing and the subjects freely move their

heads, by combining PPG and BCG signals using

PCA. As PPG signals were robust to voluntary

head movements and BCG signals were robust to

lighting changes, the PCA-based combination

method minimized the erroneous heart rate meas-

urement in the challenging conditions. As a result,

it allowed to estimate heart rate in higher accuracy

than conventional PPG-based or BCG-based

methods.

As aforementioned, we could not find a reliable

way to select a heart rate-related one among can-

didate signals obtained by applying PCA or ICA

to the BCG and PPG signals. Thus, our future

study will focus on developing a new and reliable

signal selection method.
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