Abstract

Do happy applicants achieve more? Although it is well established that happiness predicts desirable work-related outcomes, previous findings were primarily obtained in social settings. In this study, we extended the scope of the "happiness premium" effect to the artificial intelligence (AI) context. Specifically, we examined whether an applicant's happiness signal captured using an AI system effectively predicts his/her objective performance. Data from 3,609 job applicants showed that verbally expressed happiness (frequency of positive words) during an AI interview predicts cognitive task scores, and this tendency was more pronounced among women than men. However, facially expressed happiness (frequency of smiling) recorded using AI could not predict the performance. Thus, when AI is involved in a hiring process, verbal rather than the facial cues of happiness provide a more valid marker for applicants' hiring chances.
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1. INTRODUCTION

Happiness is universally valued. One fundamental reason underlying this valuation is that happiness carries long-term benefits by building fitness-related resources (Fredrickson, 2013); happy individuals have better physical health, fertility, and social relationships than their unhappy counterparts (Diener, Kanazawa, Suh, & Oishi, 2015; Lim, Shin, Hong, & Suh, 2013). Furthermore, they are more likely to be productive and successful in the workplace (Walsh, Boehm, & Lyubomirsky, 2018). Past research on the ‘happiness premium’ at work has focused primarily on favorable outcomes of those currently employed (e.g., income, job satisfaction). In the present study, however, we pay attention to an essential first step of career success – getting hired. That is, would happy applicants perform better in a job interview?

Although happiness is an internal experience, it can be outwardly expressed and conveyed through multiple cues, particularly language use and facial expressions (Sun, Schwartz, Son, Kern, & Vazire, 2019). This expressed affective state predicts long-term life outcomes. In classic examples, nuns who used more positive words (e.g., joy, hope) in their autobiographies lived significantly longer (Danner, Snowdon, & Friesen, 2001), and people who smiled more intensely in photographs later reported greater relationship satisfaction (Hertenstein, Hansel, Butts, & Hile, 2009). The findings suggest the possibility that various signals of happiness contain information about the person’s competence in various life domains, ranging from health to social relationships. Indeed, employers also utilize happiness...
as a cue in hiring decisions. Applicants with more intense positive emotional expressions are more likely to be invited for follow-up interviews (Burger & Caldwell, 2000) and are more likely to be hired (Benchari et al., 2019).

By analyzing a large dataset of job applicants, this study aimed to replicate and expand past findings in several directions. First, existing research on happiness and its beneficial consequences was largely based on either verbal or nonverbal cues. As such, more work is needed to understand if happiness reflected in a person’s language and face differentially relate to performance. We sought to address this issue by analyzing multiple happiness indicators (verbal and facial) simultaneously, and compared the relative contribution of the two. In the analysis, gender was considered as a potential modulating factor. Consistent with gender role theory and social-developmental theory (e.g., Chaplin, 2015), women display happiness more than men (LaFrance, Hecht, & Paluck, 2003) and its impact on perceived attractiveness seems also larger for women (Penton-Voak & Chang, 2008). Above findings suggest that happiness is valued more highly when displayed by women than men, which may lead to a gender gap in happiness benefits (Tsai et al., 2019). Although previous work relied mainly on evidence from social judgments (attractiveness rating), we predicted that women may also reap more benefits from happiness displays than men in a job interview.

A notable aspect of this study is that the verbal and facial displays of the interviewee’s happiness took place during interactions with an artificial intelligence (AI) agent. Despite growing importance of the AI in work settings, its ability to detect the happiness-success link is still unclear. On the one hand, human quality is often imbued on AI; people are inclined to apply social norms and expectations to an AI agent (Nass & Moon, 2000). There also is evidence, however, that people react to AI differently, such that they tend to be less extraverted and self-disclosing when communicating with an AI than with humans (Mou & Xu, 2017). Analyzing an applicant’s choice of words and facial expressions during an AI-based interview may afford us a unique opportunity to address a new question. What happiness cue(s), during an AI interview, predicts job performance?

2. METHOD

2.1. Subjects

The present study used the data collected from 4,010 job candidates. Among the total, 401 were excluded because of invalid responses (n = 340) and missing values (n = 61). Our final analysis included 3,609 participants (men = 1,745, women = 1,864; M_age = 26.95).

2.2. Procedure

Applicants were led to log into the online interview site. After reading the informed consent, applicants registered their faces. The AI-based job interview consisted of three parts. At the beginning, applicants were presented with surveys assessing their personal attributes. Next, they were asked to perform a video interview, recording answers to preset questions about their thoughts and experiences in particular situations. Despite the uniformity of interview questions, the way in which answers were given may reflect individual differences in affective experiences. AI coded two indices of happiness: (a) the frequency of positive words and (b) the frequency of smiling. Finally, applicants were offered several game-based tasks intended to evaluate their cognitive competencies (e.g., executive function, memory). The task score was used as a proxy for job performance in predicting the applicants’ suitability.

2.3. Measurement

2.3.1. Expressed happiness

Happiness was operationalized as the frequency of positive word and facial smiling displayed during the
interview. As for the verbally-expressed happiness, responses to four open-ended questions (e.g., please describe your job-relevant experiences) were combined. As seen in Table 1, the AI system coded the content (what is being said) and style (how it is being said) of words, and classified each word into positive, negative, and neutral emotion categories by using natural language processing algorithms. For the verbal happiness measure, we calculated the average percentage of positive emotion words used in answers. As for the facially-expressed happiness, the videos of each applicant were coded for smiling based on the recognition of specific sets of facial movements with the facial coding system (c.f., Ekman, Friesen, & Hager, 2002). We computed the percentage of smiling among all the encoded facial expressions.

Table 1. Examples of spoken words during AI video interview

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>Noun</td>
<td>Pleasure, victory, meaning, happiness, vigor, resilience</td>
</tr>
<tr>
<td></td>
<td>Verb</td>
<td>Love, win, devote, believe, achieve, thrive, overcome</td>
</tr>
<tr>
<td></td>
<td>Adjective</td>
<td>Worthwhile, faithful, excellent, meaningful, wise</td>
</tr>
<tr>
<td>Negative</td>
<td>Noun</td>
<td>Worry, unhappiness, pain, mistake, conflict, fear,</td>
</tr>
<tr>
<td></td>
<td>Verb</td>
<td>Give up, blame, deceive, destroy, regret, cry, avoid</td>
</tr>
<tr>
<td></td>
<td>Adjective</td>
<td>Anxious, irresponsible, painful, futile, helpless</td>
</tr>
</tbody>
</table>

2.3.2. Facial attractiveness

Because happy-looking faces appeared more attractive (O’Doherty, Winston, & Critchley, 2003), three coders ($M = 3.22$, $SD = 0.93$; ICC = 0.84) independently rated the attractiveness of the facial image on a 7-point scale (1 = very unattractive, 7 = very attractive).

2.3.3. Task performance

The AI system analyzed applicants’ responses to a number of cognitive tasks that were intended to assess job-relevant competence. The first task was the n-back task (Owen, McMillan, Laird, & Bullmore, 2005) that measures working memory capacity. Accuracy ($M = 46.52$, $SD = 14.31$) on this task was calculated as the percentage of hit rate. The Figure Weights task, included in the Wechsler Adult Intelligent Scale (WAIS-IV; Wechsler, 2008) was also measured. It requires quantitative reasoning skills for selecting the appropriate missing weights needed to balance a scale. Again, accuracy ($M = 51.01$, $SD = 10.60$) was calculated as the percentage of trials answered correctly. Third is the Stroop task (Stroop, 1935), one of the most widely used measure of selective attention and inhibitory control, was administered. In this task, participants are required to identify the color of words mismatched with the name of the color (e.g., the word GREEN presented in blue color) as quickly as possible. The delay in reaction times between congruent and incongruent conditions was calculated (and converted into score out of 100) and used as a Stroop performance measure ($M = 49.92$, $SD = 11.30$). Three task scores were averaged ($\alpha = .56$) to form an index of job performance ($M = 49.15$, $SD = 8.87$), and a greater value indicates higher achievement.

3. RESULTS

We first computed the mean frequency of verbal and facial happiness expressions for each target. As seen in Table 2, people had a general tendency to use more positive measures working memory capacity. Accuracy ($M = 46.52$, $SD = 14.31$) on this task was calculated as the percentage of hit rate. The Figure Weights task, included in the Wechsler Adult Intelligent Scale (WAIS-IV; Wechsler, 2008) was also measured. It requires quantitative reasoning skills for selecting the appropriate missing weights needed to balance a scale. Again, accuracy ($M = 51.01$, $SD = 10.60$) was calculated as the percentage of trials answered correctly. Third is the Stroop task (Stroop, 1935), one of the most widely used measure of selective attention and inhibitory control, was administered. In this task, participants are required to identify the color of words mismatched with the name of the color (e.g., the word GREEN presented in blue color) as quickly as possible. The delay in reaction times between congruent and incongruent conditions was calculated (and converted into score out of 100) and used as a Stroop performance measure ($M = 49.92$, $SD = 11.30$). Three task scores were averaged ($\alpha = .56$) to form an index of job performance ($M = 49.15$, $SD = 8.87$), and a greater value indicates higher achievement.

Table 2. Descriptive statistics of key variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Men</th>
<th>Women</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M$ (SD)</td>
<td>$M$ (SD)</td>
<td>$M$ (SD)</td>
</tr>
<tr>
<td>Positive word</td>
<td>24.99 (2.03)</td>
<td>25.63 (2.00)</td>
<td>25.32 (2.01)</td>
</tr>
<tr>
<td>Negative word</td>
<td>11.68 (1.13)</td>
<td>11.69 (1.12)</td>
<td>11.69 (1.14)</td>
</tr>
<tr>
<td>Total amount of words</td>
<td>358.90 (91.99)</td>
<td>351.67 (93.40)</td>
<td>355.65 (92.68)</td>
</tr>
<tr>
<td>Percentage of smiling</td>
<td>60.28 (17.90)</td>
<td>71.89 (18.17)</td>
<td>66.27 (18.95)</td>
</tr>
<tr>
<td>Total duration (ms)</td>
<td>461.58 (90.40)</td>
<td>449.70 (93.41)</td>
<td>456.25 (91.95)</td>
</tr>
</tbody>
</table>

Note: Standard deviations are given in parentheses.
itive ($M = 25.32$, $SD = 2.01$) than negative ($M = 11.69$, $SD = 1.14$) emotion words, $F(1, 3608) = 104007.44$, $p < .001$, $\eta^2_{p} = .966$. As predicted, this positivity bias in language (c.f., Dodds et al., 2015) varied by gender, $F(1, 3607) = 57.707$, $p < .001$, $\eta^2_{p} = .016$; women used a higher percentage of positive (vs. negative) words than men in their interviews. A similar pattern was found regarding facial expressions; women ($M = 71.89$, $SD = 18.17$) exhibited more smiling than men ($M = 60.28$, $SD = 17.90$), $t(3607) = -19.31$, $p < .001$, $\eta^2_{p} = .094$.

We next conducted hierarchical regression analysis, adding two measures of happiness simultaneously, to examine which type of happiness relates more strongly to performance. After controlling for demographics (gender, age), verbally-expressed happiness significantly predicted cognitive ability ($b = 0.36$, $SE = 0.07$, $\beta = 0.09$, $p < .001$), whereas facially-expressed happiness did not ($b = 0.96$, $SE = 0.73$, $\beta = 0.02$, $p = .185$). We replicated this analysis with an additional covariate (perceived facial attractiveness) and found an identical pattern of results. Overall, verbal (vs. nonverbal) display of happiness seemed more strongly tied to the objective performance, such that applicants who mentioned more positive words were likely to obtain higher scores on the current set of cognitive tasks.

Finally, we examined whether the happiness-performance association is varied as a function of gender. The moderation analysis using the PROCESS macro (Model 1, with 5,000 bootstrap samples; Hayes, 2013) revealed that verbally-expressed happiness was more strongly related to performance among women than men, $b = 0.34$, $SE = 0.15$, $p = .021$, $CI_{95} = [0.051, 0.619]$. That is, verbally-expressed happiness related to task scores in men, $b = 0.26$, $SE = 0.10$, $p = .011$, $CI_{95} = [0.060, 0.468]$, but this relationship was stronger in women, $b = 0.60$, $SE = 0.10$, $p < .001$, $CI_{95} = [0.400, 0.799]$. The moderation remained significant even after controlling for other covariates (e.g., age, facial happiness, total amount of word use), $b = 0.35$, $SE = 0.14$, $p = .015$, $CI_{95} = [0.068, 0.632]$.

### 4. DISCUSSION

Do happy applicants achieve more? Despite much research into the benefits of happiness on productivity, questions still remained whether the phenomenon, based primarily on human interactions, can further be applied to the context of AI. By analyzing emotion displays during an AI-based interview, we found that happy applicants scored higher on cognitive tasks than their less happy counterparts. Given that AI has become integrated into people’s social lives, this work opens up avenues for future research on a new, timely boundary condition.

This study expands our understanding of happiness. First, most of existing work documenting the happiness premium effect at work were obtained through human evaluations. Instead of other- (e.g., supervisor) or self-rated productivity (e.g., “How productive were you in your work role?”), we found parallel patterns through AI-based data. One interesting aspect of this finding was that gender modulated this beneficiary effect of happiness, in the direction congruent with gender-specific cultural norms (Chaplin, 2015). A more nuanced understanding of the benefits of happiness seem to require an inclusion of gender consideration.

Most interestingly, the happiness-success relation was observed only via the verbal component of happiness. Given that facial expressions play a prominent role in emotional communication, our findings at first glance may seem confusing. Although this study does not shed direct light on why smiling was not predictive of performance, previous research on self-presentation (e.g., Sandal et al., 2014) can give a hint. That is, facial smiling might be uniformly tailored in an employment setting, in which people are consciously trying to present themselves in the most favorable light. Our findings provide preliminary evidence that verbal and nonverbal display of happiness captured by an AI agent may carry distinctive information in an employment setting. When AI agents are involved in a hiring process, applicants’ expressed verbal happiness (more so than facial ex-
expression) can serve as a marker for his/her performance on job-relevant tasks.
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