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Abstract

Mobile crowd-sensing (MCS) is a promising sensing paradigm that leverages mobile users with smart devices to perform large-scale sensing tasks in order to provide services to specific applications in various domains. However, MCS sensing tasks may not always be successfully completed or timely completed for various reasons, such as accidentally leaving the tasks incomplete by the users, asynchronous transmission, or connection errors. This results in missing sensing data at specific locations and times, which can degrade the performance of the applications and lead to serious casualties. Therefore, in this paper, we propose a missing data inference approach, called missing data approximation with probabilistic tensor factorization (MDI-PTF), to approximate the missing values as closely as possible to the actual values while taking asynchronous data transmission time and different sensing locations of the mobile users into account. The proposed method first normalizes the data to limit the range of the possible values. Next, a probabilistic model of tensor factorization is formulated, and finally, the data are approximated using the gradient descent method. The performance of the proposed algorithm is verified by conducting simulations under various situations using different datasets.
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1. Introduction

Mobile crowd-sensing (MCS), a versatile sensing platform, exploits mobile users and their smart devices to collect sensing data (such as information about traffic conditions, air pollution, crowd and noise level) from their surrounding environments, which is further aggregated and analyzed in a cloud server for large-scale intelligence extraction [1]. In MCS, users need to visit the location of the sensing tasks intentionally or unintentionally to complete the task, i.e., to collect the sensing data [1, 2]. However, there can be scenarios where users do not visit the task location as expected deliberately or accidentally, although they are rewarded (in monetary or entertainment form), resulting in the missing data entries. The missing data values may affect
the data quality and intelligence extraction process that is used for specific applications (e.g., monitoring senior citizen’s wellness [3], using user experience to improve mobile apps such as travel apps [4], making intelligent business model based on consumer behavior [5], detecting micro-dust level in outdoor facilities [6], and smart farming [7]). Especially, the missing sensing values may bring irrecoverable consequences for emergency applications, where data should be collected and transmitted within a specific time. For example, if information about gas leakage in an area is not received within a specific time or missing completely, it will lead to a disastrous situation. However, data may not be successfully delivered in time or not at all because of asynchronous transmission, relay delay, connection errors, smart devices running out of battery, or mechanical errors. Thus, to avoid these issues and extract better and meaningful information, the missing values need to be recovered, which has been investigated by a very few studies [8, 9] in MCS.

In [8], the authors used the K-Nearest Neighbors approach and spatial-temporal correlation between observed data to deduce the missing entries, which is called K-Nearest Neighbors-Spatio-Temporal (KNN-ST). However, the limitation of the KNN based approaches is that the performance decreases as the number of missing data increases [9]. The authors in [10] aimed to infer the missing value by exploiting the low-rank-based matrices, i.e., they employ compress sensing and matrix factorization techniques to minimize the error between observed and predicted entries.

Matrix factorization (MF) is one of the promising techniques for missing data inference that has been employed by several studies in other research fields. For instance, [11] proposed an extension of the MF, called probabilistic matrix factorization (PMF), to approximate the missing observations in collaborative filtering. The MF uses the inner product of two feature matrices to infer the missing value [12] and can only take two criteria into account, e.g., sensing value collected at a specific venue and time, whereas in many cases, sensing data from multi-criteria viewpoint are available or data may depend on more than three objects (for example, sensing data may change depending on the latitude, longitude, and time). Furthermore, inferring missing data using multi-dimensional factorization, i.e., tensor factorization (TF), is shown to be more accurate than matrix factorization [13]. However, TF tends to overfit the data if regularization parameters are not tuned properly. To reduces the pain of parameters tuning, TF is extended to the probabilistic tensor factorization (PTF) using the Bayesian technique [14].

Therefore, in this paper, to minimize the error between actual and predicted sensing data in MCS, we propose a missing data recovery algorithm called missing data approximation with probabilistic tensor factorization method (MDI-PTF) based on the PTF. The proposed method uses feature scaling and probabilistic modeling to limit the range of possible values of feature matrices and improve the performance quality of the data inference.

The rest of this paper is organized as follows: Section 2 presents the modeling of the system and problem definition. In Section 3, the missing data recovery algorithm with probabilistic tensor factorization is described. The simulation results and the parameters used for the simulation are presented. Finally, Section 5 concludes the paper.

2. Problem Definition

Assume that there are $N$ points of interest (PoIs) from which sensing data will be collected by the mobile users. $i$ and $j$ denote the location of the PoI according to the $x$-axis and $y$-axis, respectively, where $1 \leq i, j \leq N$. From each location or PoI $(i, j)$, data is collected periodically, and the total sensing period is divided into total $T_{ij}$ number of timeslots. In this paper, $T_{ij}$ varies according to locations since the sensing period and length of a timeslot $\tau_{ij}$ can be different in different locations. Thus, the total monitoring period contains $K$ timeslots,
where the length of each timeslot $k$ ($1 \leq k \leq K$) is equal to $\min_{i,j} \tau_{ij}$. Note that at each timeslot, sensing data is collected at most once. $x_{ijk}$ denotes the sensing data collected from location $(i, j)$ at timeslot $k$. Then, the definition of the data tensors and the problem formulation used in this paper are given below.

Definition 1 Complete Sensing tensor: a tensor where each data point is successfully collected, i.e., no data is missing, and it is denoted by $X \in R^{N \times N \times K}$.

Definition 2 Selection or Binary Tensor: a binary tensor that indicates which data points are missing and denoted as $B \in B^{N \times N \times K}$. $B$ is defined as:

$$B = [b_{ijk}]_{N \times N \times K} = \begin{cases} 0, & \text{if } x_{ijk} \text{ is missing} \\ 1, & \text{Otherwise} \end{cases}$$

Definition 3 Observed Data Tensor: an $N \times N \times K$ tensor, which contains the raw data collected by the users at each location and timeslot, and denoted by $S$, where $S = B \circ X$.

Definition 4 Reconstructed Tensor: the tensor which is reconstructed by deducing the missing data points using collected sensing data and defined as $\hat{X}$.

Problem Definition: Given $S$, the missing data recovery (MDR) problem is to find tensor $\hat{X}$ such that the error between $\hat{X}$ and $X$ is minimized, i.e.,

$$\min \| X - \hat{X} \|_F$$

where $\|.\|_F$ is the Frobenius norm and calculated as follows: $\|X\|_F = \sqrt{\sum_{i,j,k} (x_{ijk})^2}$

3. Missing Data Approximation with Probabilistic Tensor Factorization

In this section, the proposed PTF-based missing data recovery method, namely MDI-PTF, is presented. PTF, which is the probabilistic modeling of the tensor factorization technique [15], uses low-rank matrices and their linear combinations to reconstruct the missing values, where the approximated values show high precision [16]. However, the execution time of PTF is usually high. Thus, we first normalize or rescale the data within the range of 0 (lower bound of the possible measured data) and 1 (upper bound of the possible measured data), which reduces the complexity by limiting the range of possible values.

After data scaling, assume that the tensor $S$ has low-rank features and can be estimated by using outer-product of low-rank matrices $U \in R^{D \times N}$, $V \in R^{D \times N}$, and $T \in R^{D \times T}$, i.e.,

$$S \approx [U, V, T] = \sum_{d=1}^{D} U_d \otimes V_d \otimes T_d$$

where $U_d, V_d$, and $T_d$ represent the $d^{th}$ row of $U, V,$ and $T$ respectively. Each entry of tensor $S$ can be expressed as:

$$S_{ijk} \approx < U_i, V_j, T_k > \equiv \sum_{d=1}^{D} U_{di} V_{dj} T_{dk}$$

where $U_i, V_j$, and $T_k$ are the $i^{th}$, $j^{th}$, and $k^{th}$ columns of $U, V,$ and $T$, respectively. Now, the problem is to find
A solution to this problem is to estimate $U$, $V$, and $T$ by using a probabilistic approach, e.g., by maximizing a posteriori estimate. Therefore, the prior distributions on $U$, $V$, and $T$ are given by:

$$P(U|\mu_U, \sigma_U^2) = \prod_{i=1}^{N} N(U_i|\mu_U, \sigma_U^2)$$

$$P(V|\mu_V, \sigma_V^2) = \prod_{j=1}^{N} N(V_j|\mu_V, \sigma_V^2)$$

$$P(T|\mu_T, \sigma_T^2) = \prod_{k=1}^{K} N(T_k|\mu_T, \sigma_T^2)$$

where $N(\cdot, \cdot)$ is the Gaussian distribution. $\mu_U$, $\mu_V$, and $\mu_T$ are the mean and $\sigma_U^2$, $\sigma_V^2$, and $\sigma_T^2$ are the variance. Then, the conditional distribution over observed sensing entries can be represented as follows:

$$P(S|U, V, T, \sigma^2) = \prod_{i=1}^{N} \prod_{j=1}^{N} \prod_{k=1}^{K} [N(S_{ijk} < U_i, V_j, T_k >, \sigma^2)]^{b_{ijk}}$$

where $< U_i, V_j, T_k >$ is mean and $\sigma^2$ is the variance.

Given distribution over observed entries and prior distribution, we can approximate latent feature matrices $U$, $V$, and $T$ by maximizing the log-posterior distribution. Maximizing the log-posterior is usually equivalent to minimizing the following regularized loss function:

$$L = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{K} b_{ijk} (S_{ijk} - < U_i, V_j, T_k >)^2 + \frac{\lambda_U}{2} \sum_{i=1}^{N} \|U_i - \mu_U\|_F^2 + \frac{\lambda_V}{2} \sum_{j=1}^{N} \|V_j - \mu_V\|_F^2 + \frac{\lambda_T}{2} \sum_{k=1}^{K} \|T_k - \mu_T\|_F^2$$

where $\lambda_U = \frac{\sigma^2}{\sigma_U^2}$, $\lambda_V = \frac{\sigma^2}{\sigma_V^2}$, and $\lambda_T = \frac{\sigma^2}{\sigma_T^2}$.

The loss function $L$ is optimized by using a gradient descent algorithm in the proposed method. For easier learning, parameters of the loss function are set to the fixed value, and $U$, $V$, and $T$ are updated as follows:

$$U_i = U_i + \eta \frac{\delta L}{\delta U_i}$$

$$V_j = V_j + \eta \frac{\delta L}{\delta V_j}$$

$$T_k = T_k + \eta \frac{\delta L}{\delta T_k}$$

where $\eta$ is the learning step.
The flow chart of the proposed method is given in Fig. 1 and explained below. The proposed method, namely MDI-PTF, starts with normalizing the observed data in tensor $S$, as shown in step 1 in Fig. 1. After the normalization, in step 2, three matrices $U$, $V$, and $T$ are generated using given Gaussian prior distribution (given in Eqs. (5), (6), and (7) respectively), which satisfies the Eqs. (3) and (4). Then, the root mean square error (RMSE) is calculated between original tensor $S$ and predicted tensor $\hat{X}$ in step 3, and the RMSE is given by:

$$RMSE = \sqrt{\frac{1}{N^2K} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{K} (b_{ijk} - <U_i, V_j, T_k>)^2}$$ (3).

Note that the predicted tensor $\hat{X}$ is constructed by using the estimated $U$, $V$, and $T$, i.e., $\hat{X} = [U, V, T]$. In step 4, the RMSE between tensor $S$ and $\hat{X}$ is compared with a threshold value, i.e., if RMSE is higher than the threshold $\epsilon$, $U$, $V$, and $T$ are updated using gradient descent algorithm following the gradients from Eqs. (10), (11), and (12) respectively (step 4.1); otherwise, the original tensor $S$ is completed with the missing values obtained from $\hat{X}$ (step 4.2). The main loop (from step 3 to 4.2) is repeated until it attains a given number of iteration or RMSE is less than $\epsilon$.

![Figure 1. Flow-chart of the MDI-PTF](image)

4. Result and Analysis

In this section, the simulation setup used for evaluating the performance of the MDI-PTF, and the results are presented. The proposed method is evaluated using three different datasets (i.e., temperature, light, and humidity dataset), which are obtained from the Intel Lab dataset [17]. Intel Lab dataset contains weather data (such as temperature, light, and humidity) and is collected by sensors deployed in the Intel Berkeley Research
Laboratory from February 28, 2004, to April 5, 2004. The data are collected by 54 sensors every 30 seconds. We have extracted temperature, light, and humidity data of one day from 1 am to 7 am and made three corresponding datasets.

Using each dataset, the effect of different parameters such as different number of locations [5, 10, 15, 20, 30], minimum length of timeslots in minutes [10, 20, 30, 40, 50], and loss probability (loss probability 0.8 means 80% data are missing) [0.5, 0.6, 0.7, 0.8, 0.9] are studied, where the underlined values are default values. We have used different learning rates for different datasets (i.e., 0.0001 for the light dataset and 0.000001 for the temperature and humidity dataset) since the same learning rate for all the datasets may lead to poor performance in some cases. The value of $\mu_{l}$, $\mu_{v}$, and $\mu_{t}$ is the mean of the observed data, and the variances $\sigma_{l}^{2}$, $\sigma_{v}^{2}$, and $\sigma_{t}^{2}$ are set to the variance of the observed data. Furthermore, the proposed algorithm is compared with two other approaches (i.e., K-nearest neighbor-spatio-temporal (KNN-ST) [9] and a probabilistic matrix factorization (PMF) [10]) using a performance matrix RMSE, and each simulation result is obtained averaging over three runs. Note that, for fairness, in PMF, we have normalized the data similar to the MDI-PTF.

Figure 2. Effect of the different number of locations in (a) light, (b) temperature, and (c) humidity dataset
Fig. 2 depicts the performance of the three algorithms (MDI-PTF, PMF, and KNN-ST) when the number of locations changes using three datasets. Fig. 2 (a) shows the result obtained using the light dataset, where data mostly changes depending on the location rather than time (e.g., mean and standard deviation of data of all locations at a specific time are 58.81 and 43.08, whereas at a specific location, mean and standard deviation are 44.39 and 3.81). Thus, MDI-PTF shows better performance than other approaches as it uses two latent feature matrices to capture the spatial changes. Furthermore, it can be seen that the error ratio between actual and predicted values decreases as the number of locations increases because the distribution of data becomes less dense. In addition, there is more sample for training the gradient descent in MDI-PTF and PMF. In KNN-ST, a higher number of locations increases the probability of selecting neighbors relatively closer to the missing data points; hence, the decreasing trend.
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**Figure 3.** Effect of the various minimum length of timeslots in (a) light, (b) temperature, and (c) humidity dataset
In Fig. 2(b) and 2(c), the temperature and humidity dataset, respectively, are used to show the performance of the three methods, where MDI-PTF shows average performance, i.e., sometimes outperformed by other approaches (PMF and KNN-ST). This is because data are in these datasets are very compactly distributed both spatially and temporally (for example, at a given location, temperature data has a mean of 18.20 and standard deviation of 0.50, whereas humidity data has 39.07 and 0.13). After normalization, the sensing data become closer than before and smaller, making it hard for gradient descent to approximate the value close to the original, i.e., the algorithm diverges or falls into local optima. The data distribution becomes more compact in these two datasets when the number of locations increases resulting in the haphazard plot (e.g., Fig. 2(b)).

![Graphs showing performance of different methods](image)

**Figure 4. Effect of the different loss probabilities in (a) light, (b) temperature, and (c) humidity dataset**

In Fig. 3, the results obtained using the various minimum length of timeslots and dataset are shown. It can be seen from the figure that when the minimum length of timeslots increases, all three methods maintain a
downward trend because data become relatively less compact as the duration between two consecutive data collection times increases. Furthermore, KNN-ST shows relatively better performance when data are more compact (e.g., Fig. 3(a), when minimum timeslot length is 10 minutes) as it estimates the missing value based on the spatial-temporal distance.

Fig. 4 presents the effect of loss probability using different datasets. In all three figures, i.e., Fig. 4(a), 4(b), and 4(c), when the loss probability increases, the error ratio between ground truth and inferred data increases in the case of all three approaches because a higher number of missing values affect the interpolation as there are less observed data training the gradient descent in MDI-PTF and PMF and for learning the value from neighbors in KNN-ST. However, sometimes KNN-ST obtains a lower error rate even though the loss probability is high, possibly because the spatial-temporal correlation between nearest neighbors and missing points is comparatively higher than previous scenarios as data are considered to be missing randomly.

5. Conclusion

In this paper, we have focused on the missing data inference problem in MCS, where sensing tasks or data collection may not be completed or completed in time because of users, connection, or mechanical errors. Therefore, to infer the missing data, a tensor factorization (TF) technique based on the probabilistic approach is proposed, namely MDI-PTF. MDI-PTF exploits the feature scaling technique along with the probabilistic model of TF to improve the execution time and the quality of data recovery. Evaluation under different datasets using various parameters has shown that MDI-PTF performs better when the data distribution is more scattered, i.e., less compact. Thus, the performance of the proposed algorithm needs further investigation, and we will focus on this issue in our future work.
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