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Abstract. It is known that the maximal invariant set of a continuous iterative dynamical system in a compact Hausdorff space is equal to the intersection of its forward image sets, which we will call the first minimal image set. In this article, we investigate the corresponding relation for a class of discontinuous self maps that are on the verge of continuity, or topologically almost continuous endomorphisms. We prove that the iterative dynamics of a topologically almost continuous endomorphisms yields a chain of minimal image sets that attains a unique transfinite length, which we call the maximal invariance order, as it stabilizes itself at the maximal invariant set. We prove the converse, too. Given ordinal number $\xi$, there exists a topologically almost continuous endomorphism $f$ on a compact Hausdorff space $X$ with the maximal invariance order $\xi$. We also discuss some further results regarding the maximal invariance order as more layers of topological restrictions are added.

1. Introduction

1.1. General overview

Let $X$ be a nonempty set and $f : X \to X$. We say $S \subset X$ is invariant under $f$ if $f(S) = S$. We define the maximal invariant set $\mathcal{M}(X)$ of $f : X \to X$ as the union of all invariant subsets of $X$, that is, $\mathcal{M}(X) = \bigcup \{S \subset X : f(S) = S\}$. Clearly, a maximal invariant set is indeed maximal in that it includes all the invariant sets. Also, one can easily prove that it is indeed invariant, or $f(\mathcal{M}(X)) = \mathcal{M}(X)$, and the following result is known [2].

Theorem 1.1. If $X$ is a compact Hausdorff space and $f : X \to X$ is continuous, then the maximal invariant set $\mathcal{M}(X)$ satisfies the following equality.

\begin{equation}
\mathcal{M}(X) = \bigcap_{k=0}^{\infty} f^k(X).
\end{equation}
The goal of the present research is to investigate what happens when the continuity condition in Theorem 1.1 is relaxed. The idea behind this generalization is inspired by two tracks of research that are apparently unrelated to each other, at least in a superficial point of view. One is the reachability/controllability problem for nonlinear control dynamical systems with singular disturbance, where sudden large disturbance displaces the continuity condition of Theorem 1.1 (Subsection 2.1). The other is the invariant decomposition and ergodicity problem for the iterative dynamics of piecewise continuous and/or piecewise isometric maps, which was, in turn, inspired by digital signal processing in electric engineering and kicked oscillators in nonlinear physics (Subsection 2.3).

The conclusion of the present research, which began from the applications to automatic control, digital signal processing and nonlinear physics, came down to transfinite set theory and logic. Neither of these is commonly associated to applied dynamical systems, even less to physics and engineering. As we will see in Subsection 2.2, however, this seemingly far-fetched connection not only exists, but also useful in terms of applications in engineering. The algorithmic approach of the present research was discussed in [29–32,34]. See also, [25–27, 35] for the preliminary setup that led to the transfinite controllability problem.

The focal point of this paper is a topological invariant, which we call the maximal invariance order. The precise definition will be done in Theorem 5.1. Here, we begin with some background information.

### 1.2. Background information

As we pointed out in the previous subsection, the present research begins from reviewing Theorem 1.1 with more scrutiny. Let us call the intersection in the right hand side of the equality (1.1) of Theorem 1.1, the first minimal image set of f : X → X, and denote it \( X^+_1 \). That is, \( X^+_1 = \bigcap_{k=0}^{\infty} f^k(X) \). It is minimal in that the image set gets smaller each time f is applied, as we will see in the following chain inequality.

\[
X \supseteq f(X) \supseteq f^2(X) \supseteq \cdots \supseteq X^+_1 \supseteq \mathcal{M}(X).
\]

It is easy to prove that the chain inequality (1.2) always holds. If the conclusion of Theorem 1.1 holds at the last semi-inclusion of (1.2), we get the following stronger result, which serves a fundamental role in establishing some of the most important problems in nonlinear control and automation theory, both in analytical and computational. For more detail, see the survey articles, [9,37] and the references therein.

\[
X \supseteq f(X) \supseteq f^2(X) \supseteq \cdots \supseteq X^+_1 = \mathcal{M}(X).
\]

The last equality of (1.3) is a result of Theorem 1.1, and thus subordinate to the continuity condition. In the presence of the discontinuity, however, the last equality does not hold in general [35, 46]. Consequently, the finite-step approximate control problem of the maximal invariant set fails.
The failure was amended (under a suitable condition) by [30–32] as follows. Because the first minimal image set is quasi-invariant, or \( X^+_1 \supseteq f(X^+_1) \), we can repeat the iteration process identical to that of the chain inequality (1.2) with respect to the iterative dynamics of \( f : X^+_1 \rightarrow X^+_1 \). This process leads up to \( X^+_2 = \bigcap_{k=0}^{\infty} f^k(X^+_1) \), which we call the second minimal image set. Repeating this process, we get the chain of minimal image sets \( (X^+_n) \), defined by \( X^+_n = \bigcap_{k=0}^{\infty} f^k(X^+_{n-1}) \) and \( X^+_0 = X \), which descends down to the maximal invariant set as follows.

\[
X^+_0 \supseteq X^+_1 \supseteq X^+_2 \supseteq \cdots \supseteq \mathcal{M}(X).
\]

The descending chain inequality (1.4) brings about the following question. How far do we have to go until we reach \( \mathcal{M}(X) \)? The answer to this question is the main result of this paper. It can be quantified by a topological invariant, which we will name, the maximal invariant order (Theorem 5.1). Roughly speaking, the maximal invariant order corresponds to the transfinite length of the descending chain (1.4). This provides the theoretical foundation of the algorithmic research [29,31,34] and its optimization [31,33], consequently resolving the transfinite controllability problem opened up by [30,32].

1.3. Questions and Main Theorems

When \( X \) is compact and \( f \) is continuous, Theorem 1.1 applies, and thus the chain of minimal image sets stops at the very first step. That is,

\[
X = X^+_0 \supseteq X^+_1 = \mathcal{M}(X).
\]

Moreover, it is known that the equality (1.5) also holds when \( f \) is finite-to-one [35,46,47]. This fact had been exploited successfully in nonlinear physics [8,13], as we will describe in more detail in Subsection 2.3.

In general, however, the maximal invariance order can be bigger. Indeed, in [46], Mendes provided an example of 1-dimensional discontinuous iterative dynamical system that satisfies the following descending chain condition.

\[
X^+_0 \supseteq X^+_1 \supseteq X^+_2 \supseteq \cdots \supseteq X^+_\infty = \mathcal{M}(X), \quad X^+_{\infty} = \bigcap_{n=0}^{\infty} X^+_n.
\]

He then, goes ahead with the following challenge, which we will resolve through this paper.

**Question 1** (Mendes, 2001). Let \( X \) be a nonempty set and \( f : X \rightarrow X \) be an endomorphism. Do we always have \( X^+_{\infty} = \mathcal{M}(X) \)? If not, under what condition do we have \( X^+_{\infty} = \mathcal{M}(X) \)?

Question 1 was raised by Mendes initially in [46]. Later, he conjectured that the identity \( X^+_{\infty} = \mathcal{M}(X) \) to be false in general [47]. We will confirm his conjecture by proving that a chain of the minimal image sets can attain an arbitrary length.
Main Theorem 1 (Theorem 5.1). Let $X$ be a nonempty set and $f : X \to X$. Then, there is a unique ordinal number $\xi$ such that

$$X^+_0 \supseteq X^+_1 \supseteq \cdots \supseteq X^+_\xi = M(X).$$

We call such $\xi$, the maximal invariance order of $f : X \to X$.

We prove the converse as well, that is, given ordinal number $\xi$, we can find an iterative dynamical system, $f : X \to X$ with the maximal invariance order $\xi$. In fact, we can do much better (Main Theorem 2). We need, however, the following preparatory step.

Definition 1.1. Let $X$ be a compact Hausdorff space and let $f : X \to X$. We say $f$ is a topologically almost continuous endomorphism if it is almost continuous with respect to the non-singular component of every strictly positive Borel measure on $X$. That is, for any a strictly positive measure $\mu$ on $X$ such that

$$\mu = \mu_+ + \mu_0, \quad \text{supp}(\mu_+) = X \quad \text{and} \quad \mu_+ [\text{supp}(\mu_0)] = 0,$$

$f$ must be almost continuous with respect to $\mu_+$, or,

$$\mu_+ \{ x \in X : f \text{ is discontinuous at } x \} = 0.$$

The purpose of the “the non-singular component” condition, paraphrased by (1.7), is to prevent a cheating. That is, one can artificially create a strictly positive measure from another simply by adding a singular measure such as a point measure or a lower dimensional measure. The decomposition in (1.7) eliminates all effects of such cheating by trimming out the artificially added singular component.

We are now ready to state the stronger version of the converse of Main Theorem 1.

Main Theorem 2 (Theorem 5.3). Given ordinal number $\xi$, we can construct a compact Hausdorff space $X$ and a topologically almost continuous endomorphism $f : X \to X$ with the maximal invariance order $\xi$.

Note that Main Theorem 2 includes a condition far stronger than just discontinuity. It tells us that even a discontinuous map that is on the verge of continuity can still possess such a rich and complex chain structure of minimal image sets. This observation brings us to another question, a question that concerns the effect of the level of discontinuity on the maximal invariance order. One such level is the class of topologically almost continuous endomorphisms, as defined and mentioned in Definition 1.1 and in Main Theorem 2. The other levels of discontinuity this paper considers are as follows.

Definition 1.2. Let $X$ be a compact Hausdorff space and $f : X \to X$. We define the continuity partition of $f : X \to X$ as the collection $\{ P_i \subset X : i \in I \}$ of mutually disjoint connected sets that partitions the whole space, and that each $P_i$ is a maximal connected set in which $f : X \to X$ is continuous with
respect to the set-inclusion. We say $f$ is \textit{piecewise continuous with respect to a measure $\mu$ in $X$}, if there is a finite subset $J$ of the index set $I$ such that $\bigcup_{i \in (I \setminus J)} P_i$ includes the discontinuity set of $f$ and $\mu(\bigcup_{i \in (I \setminus J)} P_i) = 0$. If $f$ is piecewise continuous with respect to the non-singular component of every strictly positive Borel measure of $X$, as specified in (1.7), we call it a \textit{topologically piecewise continuous endomorphism}. In particular, if its continuity partition is finite, we call it \textit{piecewise continuous endomorphism with a finite partition}, or simply \textit{finitely piecewise continuous}. If the continuity partition is countable, we say $f$ is \textit{countably piecewise continuous}.

Main Theorem 2 applies to the topologically almost continuous endomorphisms. Now, what will happen if we strengthen it to the topologically piecewise continuous endomorphisms, or still further to the finitely piecewise continuous endomorphisms? These are important questions to raise because most of the discontinuous dynamical systems that arise in control theory, signal processing and non-linear oscillation problems fall in these categories (plus some additional restrictions of topological and/or analytical nature).

It is known that the equality (1.1) holds for finitely piecewise isometries [8,13,47]. On the other hand, Mendes’s 1-dimensional example that satisfies the descending chain condition (1.6) is based upon a countably piecewise continuous endomorphism [35, 46, 47]. Although the examples from the above references are far from exhaustive, they nonetheless present sufficient evidence to suspect that different conditions would generate different outcomes. Let us single out one of the possible “different outcomes” as follows.

\textbf{Question 2.} Let $X$ be a compact subset of $\mathbb{R}^k$ and $f : X \to X$ be a piecewise continuous map with a finite partition. Do we always have $X_0^+ = M(X)$? Or $X_0^+ = M(X)$? Or possibly even bigger maximal invariance order?

In an intermediate step toward the proof of Main Theorem 1, we show that it is possible to construct a piecewise continuous map $f : X \to X$ with a finite partition in a compact set $X \subset \mathbb{R}^2$ such that $X_0^+ \supseteq M(X)$ (Example 3.2, Example 3.3, Example 3.4). Whether it is possible to achieve a result as strong as Main Theorem 1 with piecewise continuous maps with finite partitions is by no means certain. The following is the strongest result we have thus far.

\textbf{Main Theorem 3 (Example 4.1).} Given $n \in \mathbb{N}$, there are a compact set $X \subset \mathbb{R}^k$ and a piecewise continuous endomorphism in $f : X \to X$ with a finite partition such that

\begin{equation}
X_0^+ \supseteq X_1^+ \supseteq \cdots \supseteq X_{n-1}^+ \supseteq X_n^+ = M(X).
\end{equation}

The quest toward strengthening Main Theorem 3 and finding more complete answer to Question 2 is on-going, so are the corresponding problems regarding the other levels of discontinuity mentioned in Definition 1.2.

Taking the opposite viewpoint, we obtain another interesting question about the effect of different levels of discontinuity. Roughly speaking, the following question can be considered as a partial converse of Question 2.
Question 3. Let $X$ be a compact Hausdorff space and let $f : X \to X$ be a topologically almost continuous endomorphism. Under what additional conditions on $f$ (and/or on $X$) do we need to impose in order to get a finite (or countable) maximal invariance order?

In the application to control and automation theory, the maximal invariant set is controllable (reachable) in the traditional sense, only when the maximal invariance order $\xi$ is equal to 1. That is, when the descending chain-inequality (1.3) holds, and thus the maximal invariant set $\mathcal{M}(X)$ is controllable in the first countably infinite steps. Through a series of diagonalization process, the controllability can be extended to the cases, $\xi = 2, 3, 4, \ldots; \omega$, as discussed in [30–32]. Question 3 is asking when this would happen.

The piecewise continuity with finite partitions mentioned in Question 2 is a reasonable and practical candidate for Question 3 as well, but the research toward this goal is yet on-going. At this moment, we must be contend with the existence and the uniqueness of the maximal invariance order (Main Theorem 1 and Main Theorem 2), which which opened the door for the next series of research such as Question 2, Question 3 and possibly others.

Now what if the maximal invariance order $\xi$ exceeds the first countable ordinal $\omega$? Or worse, what is $\xi$ is an uncountable ordinal? Particularly in the latter case, the maximal invariant set can never be countable step controllable, and thus no finite step approximate control problem is well posed. The partial answer to Question 3 can be used to avoid this situation.

The case with an uncountable maximal invariance order may best be avoided in automatic control theory, but it is far from trivial in other applications. The strange attractors that are sustained by continual feeding of the external orbits, not from within, are abundant in nature.

Establishing the existence and the uniqueness of the maximal invariance order opens the door for the next series of research. In control and automation theory, for instance, we can ask a question, “Under what conditions would the descending chain inequality (1.4) end in a finite or countable number of steps?” And then, we can consider, “When the maximal invariance order is finite or countable, how can we devise a computable descending chain of sets that converge to the maximal invariant set?” The second question is often called a controllability/reachability problem of the maximal invariant set. Once the controllability is established, we can consider an finite step approximate control problem. None of these is meaningful unless the existence and the uniqueness of the maximal invariance order is established (Theorem 5.1). Indeed, the author produced some results already regarding these questions [30–32,35], citing this paper’s conclusion as an intermediate step.

“What happens when the maximal invariance order is uncountable?” is another interesting question to ask, in non-linear physics. In this case, the steady state sets (based on the starting set) and the maximal invariant set (or the local maximal invariant sets) will mean two different sets in the phase space. The
feasibility of the physical conditions that can lead to this situation is unclear at this moment

2. Motivation

2.1. Control and automation theory

The particular topic we deal with in this paper is inspired in part by the reachability/controllability problem and the approximate control problem in control and automation theory. Roughly speaking, a classical time-invariant nonlinear discrete-time control dynamical system can be modeled as the iterative dynamical system of a pair of maps,

\[
\begin{align*}
\phi &: X \times U \to X \quad \text{and} \quad \psi &: X \to U, \\
\phi &: (x_k, u_k) \mapsto x_{k+1} \quad \text{and} \quad \psi &: x_k \mapsto u_k.
\end{align*}
\]

Here, \(x_k\) stands for the \(k\)-th state, \(u_k\) is called the control variable, and \(\psi\) is called the feedback control law [37]. One important research topic in control and automation theory is how one attains and calculates the maximal invariant sets through the iterative dynamics of \((\phi, \psi)\) The importance of this problem is mentioned in variety of sources. See, for instance, the survey article [9] and the references therein.

Designing and investigating control systems and their feedback controllers are not the main concerns of this paper. Therefore, we reduce the classical discrete-time control dynamics model \((\phi, \psi)\) through \(f(x) = \phi(x, \psi(x))\), yielding an iterative dynamical system of one map, \(f : X \to X\). In this case, a standard scheme can be summarized by the following chain of set inequalities ending with an approximate equality [30].

\[
X \supseteq f(X) \supseteq f^2(X) \supseteq \cdots \supseteq f^N(X) \approx M(X).
\]

When the control dynamics model is simple enough to be reduced to an iterative dynamics of one continuous map on a compact phase space, Theorem 1.1 yields, the following chain of set inequalities ending with an equality.

\[
X \supseteq f(X) \supseteq \cdots \supseteq f^N(X) \supseteq \cdots \supseteq X_{i+1} = M(X).
\]

The chain-inequality (2.3) is often referred as the reachability or the controllability problem of the maximal invariant set. Comparing the two chain-inequalities (2.2) and (2.3), one can easily see that the reachability/controllability (2.3) is a fundamental problem that must be resolved before discussing an approximate control problem (2.2). When a control system is more complicated due to disturbance, however, the reduction to an iterative dynamics of a continuous map on a compact space is not always possible, and thus Theorem 1.1 and the chain-inequality (2.3) are of no use. The reachability/controllability problems under such a difficulty are important topics in the current research of nonlinear control and automation theory. See, for instance, [3, 25, 26, 29–32, 35–37, 45, 49, 51–54] for more detail.
2.2. Motivation for transfiniteness

The failure of the chain-inequality (2.3) prompted the adjustment of the classical model (2.1) in various regards. Examples include, adding in disturbance variables [36, 54], making the states and control variables time-dependent [49], and making the maps multiple-valued [3, 26, 30, 32]. All these adjustments work well under small non-singular disturbance such as white noise, but in general under the presence of a sudden large disturbance that is significant enough to change the qualitative properties of the dynamics.

Indeed, [29–32] discuss the controllability problems of the locally maximal invariant set, whose corresponding chain inequalities go beyond the order of the first countably infinite ordinal number. In such a case, the traditional methods in engineering fail to apply. In response, [29–32] provided an alternative approach. First, set up the transfinite chain-inequality. Second, through a series of diagonalization method, find an alternative path of descending chain that lead to the maximal invariant set in the first countably infinite steps. Third, establish the approximate control algorithm based on the new countably infinite descending chain.

However, none of the algorithmic solutions discussed in the previous paragraph would make sense (albeit useful), without the mathematical foundation that assures the problem itself is well-posed. This is the main contribution of the present paper. Here, we establish the existence of the transfinite chain and the uniqueness of its length (maximal invariance order).

2.3. Piecewise continuous dynamics

Another inspiration of the present research came from the iterative dynamics of piecewise continuous and piecewise isometric maps. This topic, in turn, was inspired by digital signal processing in electric engineering [4, 6, 7, 12, 38, 39, 48] and kicked oscillators in nonlinear physics [5, 40, 42]. The particular class of problems that is most directly connected to our present research is the one related to the invariant decomposition of the phase space. The structure of the invariant sets is a fundamental problem one must study in detail in order to achieve deeper understanding of the dynamics within the invariant sets, such as, ergodicity [1,10,11,16,17,19,22–24,44], chaotic dynamics [22,23,27,28,40,42,44], periodic and aperiodic orbit structure [1,18,19,41–44,55], steady state behavior [8,13–15,50], and so on.

This approach complements the other motivation discussed in the previous subsections from the opposite direction, putting more emphasis into the singularity itself than its influence to the reachability/controllability problem. In particular, this paper was most directly inspired by [13–15], which used the countable reachability (2.3) to study the invariant measure and the Lyapunov stability of a class of piecewise isometric and piecewise continuous iterative dynamical systems in their steady state sets.
Indeed, this paper resolves an issue left behind by [13–15], proving that the maximal invariant set of a discontinuous iterative dynamical system is not necessarily countably reachable in general (Main Theorem 2). Consequently, our Main Theorems will necessitate some adjustment to the conventional way of studying the Lyapunov stability and the invariant measure theory on the steady state sets, when we go beyond piecewise isometries and more deeply into the discontinuous dynamics.

3. Constructing non-invariant first minimal image sets

Most of the technical content of this paper concerns the constructive proof of Main Theorem 1. The strategy of our choice is to begin with an example and then gradually refine it toward the proof of Main Theorem 1. In this section, we restrict ourselves only to the first minimal image sets.

3.1. The basic example: A piecewise affine map

We begin with the following elementary example.

**Example 3.1.** Let $X = [0, \infty)^2 \subset \mathbb{R}^2$, as depicted in Figure 3.1. Define $f : X \to X$ as follows.

$$f(x, y) = \begin{cases} 
(0, 0), & \text{if } y < x - 1 \text{ (gray region)}, \\
(x - 1, y), & \text{if } 1 < x < y + 1 \text{ (blue region)}, \\
(x, 0), & \text{if } 0 \leq x \leq 1 \text{ and } y > 0 \text{ (red region)}, \\
(x/2, 0), & \text{if } 0 \leq x \leq 1 \text{ and } y = 0 \text{ (purple line segment)}. 
\end{cases}$$

Then, the iterative dynamics of $f : X \to X$ has the property, $X^+ \supseteq \mathcal{M}(X)$.

**Proof.** It is easy to prove that $X^+_1 = [0, 1] \times \{0\}$ and $\mathcal{M}(X) = \{(0, 0)\}$. Consequently, $X^+_1 \supseteq \mathcal{M}(X)$. We leave the detail to the readers. \qed
The first three image sets, $f(X)$, $f^2(X)$ and $f^3(X)$ are presented in Figure 3.2, Figure 3.3 and Figure 3.4, respectively. Note that each point in $X^+_1$ has backward orbits of arbitrary finite length, but only $(0, 0)$ has backward orbits of infinite length\(^1\). Note also that $f$ is piecewise affine and it has a finite partition.

3.2. A piecewise continuous map on a compact space

Example 3.1 is somewhat incomplete in that $X$ is unbounded. We can improve it with the following adjustment.

**Example 3.2.** Let $X = [0, 1]^2 \subset \mathbb{R}^2$. Let $h : [0, \infty)^2 \to [0, 1)^2$ be a homeomorphism, say,

$$h(x, y) = (1 - e^{-x}, 1 - e^{-y}).$$

Let $f : [0, \infty)^2 \to [0, \infty)^2$ be the piecewise affine map in Example 3.1. Now, we define $g : X \to X$ as follows.

$$g(x, y) = \begin{cases} (0, 0), & \text{if } x = 1 \text{ or } y = 1, \\ h \circ f \circ h^{-1}(x, y), & \text{otherwise}. \end{cases}$$

Then, the iterative dynamics of $g : X \to X$ satisfies the property, $X^+_1 \supseteq \mathcal{M}(X)$.

**Proof.** It is easy to see that $X^+_1 = [0, (e-1)/e] \times \{0\}$, the red line segment in the bottom of Figure 3.5 and Figure 3.6, and $\mathcal{M}(X) = \{(0, 0)\}$, the lower left hand side corner of Figure 3.5 and Figure 3.6. Clearly, therefore, $X^+_1 \supseteq \mathcal{M}(X)$. \qed

Figure 3.5 visualizes the domain $X$ of Example 3.2. The red rectangular region, the blue triangular region and the white triangular region of Figure 3.5 are homeomorphic to the red, blue and white regions of Figure 3.1. $g$ sends the top edge, the right hand side edge and the white triangular region to the lower left hand side vertex $(0, 0)$. On the colored regions, $g = h \circ f \circ h^{-1}$, so the dynamics of $g$ follows from that of $f$.

\(^1\)See [47] for the implications of the backward orbits to the maximal invariant set.
Note that $X$ is compact and $g : X \to X$ is piecewise continuous with finite partition, but $g$ is no longer piecewise affine. Indeed, one can see that the lower boundary edges of the first three image sets $g(X)$, $g^2(X)$ and $g^3(X)$ in Figure 3.6 (blue curves) are not linear.

### 3.3. The use of space filling curves

In this subsection, we improve Example 3.2 still further. Example 3.2 is still insufficient in our standard, because $M(X)$ and $X_{k+1}$ are almost the same with respect to 2-dimensional Lebesgue measure, or $\mu_2(X_{k+1} \triangle M(X)) = 0$. This is not much of an improvement over the equality (1.1) of Theorem 1.1.

Partly to resolve this issue, we construct a pair of examples of piecewise continuous maps with finite partitions in a compact subset of $\mathbb{R}^n$, whose first minimal image sets are polygons. Here is the first of the two.

**Example 3.3.** Let $X = [0, 1]^2 \times \{0, 1\} \subset \mathbb{R}^2$. Figure 3.7 and Figure 3.8 depict the top and the bottom layer, respectively. Let $g : [0, 1]^2 \to [0, 1]^2$ be the piecewise continuous map in Example 3.2. Finally, let $\phi : [0, (e^{-1})/e] \to [0, 1]^2$ be a space-filling curve such that $\phi([0, (e^{-1})/e]) = [0, 1]^2$. We define $f : X \to X$ as follows.

$$f(x, y, z) = \begin{cases} (x/2, y, 0), & \text{if } z = 0, \\ (\phi(x), 0), & \text{if } (x, y) \in [0, (e^{-1})/e] \times [0, 1) \text{ and } z = 1, \\ (g(x, y), 1), & \text{otherwise}. \end{cases}$$

Then, $X_1 = [0, 1]^2 \times \{0\}$, the bottom layer (the gray unit square in Figure 3.8), and $M(X) = \{0\} \times [0, 1] \times \{0\}$, the left hand side vertical edge of the bottom layer (the black line segment in Figure 3.8).

**Proof.** The dynamics in the bottom layer, $[0, 1]^2 \times \{0\}$, is given by $(x, y, 0) \mapsto (x/2, y, 0)$, as depicted by Figure 3.8. The dynamics in the top layer, $[0, 1]^2 \times \{1\}$
(Figure 3.7), is somewhat similar to that of $g : [0, 1]^2 \rightarrow [0, 1]^2$ in Example 3.2 (Figure 3.5). The points in the blue region and white region of Figure 3.7 stay in the top layer by $(x, y, 1) \mapsto (g(x, y), 1)$. The points in the red region of Figure 3.7, on the other hand, are mapped to the bottom layer by $(x, y, 1) \mapsto (\phi(x), 0)$, via the space-filling curve, $\phi : [0, (e-1)/e] \rightarrow [0, 1]^2$. Consequently, We get $X_1^+ = [0, 1]^2 \times \{0\}$, the entire bottom layer, and $\mathcal{M}(X) = \{0\} \times [0, 1] \times \{0\}$, the left hand side boundary edge of the bottom layer.

Note that we obtained Example 3.3 by replacing the vertical projection of Example 3.2 by the space-filling curve. Note also that we can also to put the gray layer $X_1^+$, beside the top layer and make the map 2-dimensional.

This time, let us construct an example where both $\mathcal{M}(X)$ and $X_1^+$ are polygons.

**Example 3.4.** Let $X = [0, 1]^2 \times \{0, 1\}$ as in Example 3.3 (Figure 3.7 and Figure 3.8). Let $g : [0, 1]^2 \rightarrow [0, 1]^2$ and $\phi : [0, (e-1)/e] \rightarrow [0, 1]^2$ also be as in Example 3.3. Now, let $\psi : [0, 1] \rightarrow [0, 1/2] \times [0, 1]$ be a space-filling curve. We define $f : X \rightarrow X$ as,

$$f(x, y, z) = \begin{cases} 
(x/2, y, 0), & \text{if } x > 0 \text{ and } z = 0, \\
(\psi(y), 0), & \text{if } x = 0 \text{ and } z = 0, \\
(\phi(x), 0), & \text{if } (x, y) \in [0, (e-1)/e] \times [0, 1) \text{ and } z = 1, \\
(g(x, y), 1), & \text{otherwise}.
\end{cases}$$

Then, $X_1^+ = [0, 1]^2 \times \{0\}$ as before. However, $\mathcal{M}(X) = [0, 1/2] \times [0, 1] \times \{0\}$.

**Proof.** The only difference between the iterative dynamical system $f : X \rightarrow X$ of Example 3.4 and that of Example 3.3 is the use of another space-filling curve, $\psi : [0, 1] \rightarrow [0, 1/2] \times [0, 1]$, to fill up left hand side half of the bottom layer (the dark gray rectangle in Figure 3.8). It is easy to see that this changes the
maximal invariant set from the left hand side edge, \( \{0\} \times [0,1] \times \{0\} \) to the left hand side rectangle, \([0, 1/2] \times [0, 1] \times \{0\} \), in Figure 3.8.

Example 3.3 and Example 3.4 are notably better than the previous examples in that the two sets are not almost the same any more. Indeed, Example 3.3 satisfies
\[
0 = \mu_2(M(X)) < \mu_2(X_1^+) = 1,
\]
while Example 3.4 has the property,
\[
0 < \frac{1}{2} = \mu_2(M(X)) < \mu_2(X_1^+) = 1
\]
Example 3.4 is particularly strong in that \( M(X) \) is almost the same as neither \( X_1^+ \) nor \( \emptyset \). We will not return to Example 3.4, however. The Example that we will use as the basic building block toward the main results of this paper is Example 3.3.

4. Constructing the chains of minimal image sets

Recall that all four examples discussed in the previous section have non-invariant first minimal image sets. Among them, we are particularly interested in Example 3.3. We will use it as the basic building block to construct chains of minimal image sets.

4.1. A finite chain of minimal image sets

In this subsection, we will construct a finite chain of minimal image sets by repeatedly applying the method we used in Example 3.3. As a consequence, we get a constructive proof of Main Theorem 3.

Example 4.1. Let \( X = [0, 1]^2 \times \{1, 1/2, \ldots, 1/n\} \subset [0, 1]^3 \subset \mathbb{R}^3 \), so that each layer, \([0, 1] \times \{1/k\}\), is a unit square with an appropriate partition as illustrated in Figure 3.7. Let \( g \) and \( \phi \) are as in Example 3.3. We define \( f : X \rightarrow X \) as
\[
(4.1) \quad f(x, y, z) = \begin{cases} (x, y, z), & \text{if } z = \frac{1}{n}, \\ (\phi(x), \frac{1}{k+1}), & \text{if } (x, y) \in [0, (e-1)/e] \times [0, 1) \text{ and } z = \frac{1}{k}, k < n, \\ (g(x, y), z), & \text{otherwise}. \end{cases}
\]

Then we must have,
\[
X_1^+ = [0, 1]^2 \times \{1/2, \ldots, 1/n\}, \\
X_2^+ = [0, 1]^2 \times \{1/3, \ldots, 1/n\}, \\
\ldots = \ldots \\
X_n^+ = [0, 1]^2 \times \{1/n\} = M(X),
\]
consequently yielding the descending chain (1.8) of Main Theorem 3.
Proof. The dynamics on the top \( n - 1 \) layers have two parts. One of them, \((x, y, z) \mapsto (g(x, y), z)\) is confined to the same layer, and it is identical to the corresponding dynamics of Example 3.3 (Figure 3.7). The other part, \((x, y, \frac{1}{n+1}) \mapsto (\phi(x), \frac{1}{n+1})\), peels off the top layer from \(X^+_k = [0, 1]^2 \times \{1/k, \ldots, 1/n\}\). Repeating this argument, we get \(X^+_1, \ldots, X^+_n\) as claimed. On the bottom layer, \(f\) is the same as the identity map. Therefore, the maximal invariant set is the entire bottom layer.

Note that the map \(f : X \to X\) we just developed here is a piecewise continuous map with a finite partition in a compact subset of \(\mathbb{R}^3\). This completes the proof of Main Theorem 3. \(\square\)

4.2. Infinite chains of minimal image sets

Example 4.1 can be used to attain the chain of minimal image sets with arbitrary finite length. It is easy to modify it to get an infinite chain. All we have to do is to repeat the same process recursively.

Example 4.2. Let \(X = [0, 1]^2 \times \{1, 1/2, 1/3, \ldots; 0\} \subset [0, 1]^3 \subset \mathbb{R}^3\). Let \(g\) and \(\phi\) are as in Example 3.3. We define \(f : X \to X\) as,

\[
(x, y, z) = \begin{cases} 
(x, y, 0), & \text{if } z = 0, \\
(\phi(x), \frac{1}{n+1}), & \text{if } z = \frac{1}{n} \text{ and } (x, y) \in [0, (e - 1)/e] \times [0, 1), \\
(g(x, y), z), & \text{otherwise.}
\end{cases}
\]

Then, we have \(X_+^1 = [0, 1]^2 \times \{\frac{1}{n+1}, \frac{1}{n+2}, \ldots; 0\}\) and \(X_+^\infty = [0, 1]^2 \times \{0\} = \mathcal{M}(X)\). Consequently, the inequality (1.6) follows.

Proof. This is but a trivial generalization of Example 4.1. The detail is left to the readers. \(\square\)

Example 4.2 serves its purpose in a sense that we did get a chain of minimal image sets with infinite length. However, it does not help us to go beyond that. The problem with Example 4.2 is that the bottom layer, \([0, 1]^2 \times \{0\}\), is independent of the other layers as far as the dynamics of \(f\) is concerned. This difficulty and its implication will be clarified in the next example.

Example 4.3. Let \(X = [0, 1]^2 \times \{1, 1/2, \ldots; 0\} \subset [0, 1]^3 \subset \mathbb{R}^3\). Let \(g : [0, 1]^2 \to [0, 1]^2\) be the piecewise continuous map in Example 3.2. Now, let \(\psi_1 : [0, (e - 1)/(2e)] \to [0, 1]^2\) and \(\psi_2 : ((e - 1)/(2e), (e - 1)/e] \to [0, 1]^2\) be space-filling curves. We define \(f : X \to X\) as

\[
(x, y, z) = \begin{cases} 
(x/2, y, 0), & \text{if } z = 0, \\
(\psi_2(x), 0), & \text{if } (x, y) \in \left[\frac{e-1}{2e}, 1\right] \times [0, 1) \text{ and } z = \frac{1}{n}, \\
(\psi_1(x), \frac{1}{n+1}), & \text{if } (x, y) \in \left[0, \frac{e-1}{2e}\right] \times [0, 1) \text{ and } z = \frac{1}{n}, \\
(g(x, y), z), & \text{otherwise.}
\end{cases}
\]
Then, $X^+_n = [0, 1]^2 \times \{\frac{1}{n+1}, \frac{1}{n+2}, \ldots : 0\}$ and $X^+ = [0, 1]^2 \times \{0\}$, but $\mathcal{M}(X) = \{0\} \times [0, 1] \times \{0\}$. Hence, the inequality (1.6) does not hold. Note that we get the bottom layer, $[0, 1]^2 \times \{0\}$ from $\psi_2$.

**Proof.** As far as the technical proof is concerned, this is another elementary generalization of the previous examples. It is tedious, but elementary. We leave the detail to the readers. □

The key improvement from Example 4.2 to Example 4.3 is the splitting of the space-filling curve. The part $(x, y, \frac{1}{n}) \mapsto (g(x), \frac{1}{n+1})$ peels off the top layer of the unit square from $X^+_n$, as in Example 4.1 and Example 4.2. The other part $(x, y, z) \mapsto (\psi(x), 0)$ fills up the bottom layer in order to ensure that the bottom layer $[0, 1]^2 \times \{0\}$ is included in all minimal image sets, even though the bottom layer itself is not invariant. We will use this idea again when we prove Theorem 5.2 and in Theorem 5.3.

The key advantage of Example 4.3 is that it allows us to go beyond the first countably infinite ordinal, $\omega$. In order to do this, we must revise the definition of the minimal image sets according to the ordinal numbers, using the transfinite induction and recursion. We will do this in the next section.

Finally, note that the resulting map $f : X \rightarrow X$ is no longer piecewise continuous with a finite partition. It is now a discontinuous map with a countably infinite partition, for both Example 4.2 and Example 4.3. At this moment, we do not know if we can accomplish the same result with a piecewise continuous map with a finite partition. From now on, therefore, we will abandon our effort to keep piecewise continuity with a finite partition\(^2\). We will implicitly accept a discontinuous map with an infinite partition.

5. Transfinite chains of minimal image sets

Now that we successfully established the examples of infinite chains of minimal image sets, let us turn our attention to get beyond $X^+$. We will now define and investigate the chains of minimal image sets of arbitrary ordinal order.

5.1. Minimal image sets and maximal invariance order

Let us first revise the definition of the minimal image sets.

**Definition 5.1.** Let $X$ be a set and $f : X \rightarrow X$. Given ordinal number, $\xi$, we define the minimal image set of order $\xi$ as follows.

\[
\begin{align*}
X^+_0 &= X, \\
X^+_\xi &= \bigcap_{k=0}^{\infty} f^k(X^+_{\xi - 1}), & \text{if } \xi \text{ is a successor ordinal,} \\
X^+_\xi &= \bigcap_{\eta < \xi} X^+_{\eta}, & \text{if } \xi \text{ is a limit ordinal.}
\end{align*}
\]

\(^2\)In fact, we do not completely abandon it. In Theorem 5.3, we make a conscious effort to construct a piecewise continuous map, albeit it has infinite partition.
The well-definedness of Definition 5.1 follows immediately from the transfinite induction and recursion principle in axiomatic set theory. See [20] or [21], for instance, for more detail. Here, a successor ordinal means an ordinal with a finite induction and recursion principle in axiomatic set theory. See [20] or [21].

Now that the precise definition of minimal images sets is done, we will no longer use the ambiguous notation, $X^+_{\omega}$, from now on. It will be replaced by $X^+_\omega$. That is,

$$X^+_{\omega} = \bigcap_{n<\omega} X^+_n = \bigcap_{n \in \mathbb{Z}} X^+_n = \bigcap_{n=0}^{\infty} X^+_n.$$ 

Here is the list of some of the basic properties of minimal image sets of arbitrary ordinal order.

**Lemma 5.1.** Let $X$ be a set and $f : X \rightarrow X$. Let $\mathcal{M}(X)$ be the maximal invariant set and $X^+_\xi$ be the minimal image set of order $\xi$. Then,

(a) $X^+_{\xi} \supset \mathcal{M}(X)$.

(b) $X^+_{\xi} \supset f(X^+_{\xi}).$

(c) $X^+_{\xi} \supset X^+_{\xi+1}.$

(d) $X^+_{\xi} = f(X^+_{\xi})$ if and only if $X^+_{\xi} = \mathcal{M}(X)$.

(e) $X^+_{\xi} = X^+_{\xi+1}$ if and only if $X^+_{\xi} = \mathcal{M}(X)$.

(f) $X^+_{\xi} \supset X^+_{\eta}$ if $\xi < \eta$.

(g) Let $\xi < \eta$. Then, $X^+_{\xi} = X^+_{\eta}$ if and only if $X^+_{\xi} = \mathcal{M}(X)$.

**Proof.** (a) We use the transfinite induction. When $\xi = 0$, there is nothing to prove. If $\xi$ is a successor ordinal, then

$$X^+_{\xi} = \bigcap_{k=0}^{\infty} f^k(X^+_{\xi-1}) = \bigcap_{k=0}^{\infty} f^k(\mathcal{M}(X)) = \bigcap_{k=0}^{\infty} \mathcal{M}(X) = \mathcal{M}(X).$$

If $X^+_{\xi}$ is a limit ordinal, then $X^+_{\xi} = \bigcap_{\eta<\xi} X^+_{\eta} \supset \bigcap_{\eta<\xi} \mathcal{M}(X) = \mathcal{M}(X)$. This proves the part (a).

(b) Again, there is nothing to prove when $\xi = 0$. When $X^+_{\xi}$ is a successor ordinal, $X^+_{\xi} = \bigcap_{k=0}^{\infty} f^k(X^+_{\xi-1})$. That is, $x \in X^+_{\xi}$ means $x = x_0 = 0 \leftarrow f(x_1) = f^2(x_2) = \cdots$, $x_k \in X^+_{\xi}$, $k \in \mathcal{W}$. Therefore, $f(x) = f(x_0) = f(f(x_1)) = f^2(f(x_2)) = \cdots$, $f(x_k) \in f(X^+_{\xi-1}) \subset X^+_{\xi}$. Hence, $f(x) \in X^+_{\xi}$ for all $x \in X^+_{\xi}$, or $X^+_{\xi} \supset f(X^+_{\xi})$.

When $\xi$ is a limit ordinal, $X^+_{\xi} = \bigcap_{\eta<\xi} X^+_{\eta}$. That is, $x \in X^+_{\xi}$ means $x = x_\eta \in X^+_{\eta}$ for all ordinal $\eta$ such that $0 \leq \eta < \xi$. Therefore, $f(x) = f(x_\eta) \subset f(X^+_{\xi}) = X^+_{\xi}$ for all $\eta < \xi$. Hence, $f(x) \in \bigcap_{\eta<\xi} X^+_{\eta}$, or $X^+_{\xi} \supset f(X^+_{\xi})$.

(c) From (b), we get $X^+_{\xi} \supset f(X^+_{\xi}) \supset f^2(X^+_{\xi}) \supset \cdots \supset \bigcap_{k=0}^{\infty} f^k(X^+_{\xi}) = X^+_{\xi+1}$. 
(d) $\mathcal{M}(X)$ is the union of all invariant subsets of $X$, so $f(X_\xi^+) = X_\xi^+$ implies $X_\xi^+ \subset \mathcal{M}(X)$, which gives rise to $X_\xi^+ = \mathcal{M}(X)$ from (a). On the other hand, if $X_\xi^+ = \mathcal{M}(X)$, then $X_\xi^+ = \mathcal{M}(X) = f(\mathcal{M}(X)) = f(X_\xi^+)$. This proves (d).

(e) If $X_{\xi+1}^+ = \bigcap_{k=0}^\infty f^k(X_{\xi}^+) = X_{\xi}^+$, then from (b) and (c) we get $X_{\xi}^+ \supset f(X_{\xi}^+) \supset \bigcap_{k=0}^\infty f^k(X_{\xi}^+) = X_{\xi}^+$. Thus, $f(X_{\xi}^+) = X_{\xi}^+$. From (d), therefore, we conclude $X_{\xi}^+ = \mathcal{M}(X)$. On the other hand, if $X_{\xi}^+ = \mathcal{M}(X)$, then $X_{\xi+1}^+ = \bigcap_{k=0}^\infty f^k(X_{\xi}^+) = \bigcap_{k=0}^\infty f^k(\mathcal{M}(X)) = \bigcap_{k=0}^\infty \mathcal{M}(X) = \mathcal{M}(X) = X_{\xi}^+$. This proves (e).

(f) If there is no limit ordinal between $\xi$ and $\eta$, then $\eta = \xi + n$ for some $n \in \mathbb{N}$. Therefore, (f) follows from the repeated application of (c). Otherwise, suppose that $\zeta$ is the largest limit ordinal less than or equal to $\eta$, that is, $\eta = \zeta + k$, $k \in \mathbb{N}$. Then, by the third line of the equality (5.1) in Definition 5.1, $X_\zeta^+ \supset X_\xi^+$. Thus, $X_\zeta^+ \supset X_\zeta^+ \supset X_{\xi+k}^+ = X_\eta^+$. This proves (f).

(g) If $X_{\xi}^+ = X_\eta^+$, then from (c) we get $X_{\xi}^+ \supset X_{\xi+1}^+ \supset X_\eta^+ = X_{\xi}^+$. Therefore, $X_{\xi}^+ = X_{\xi+1}^+$, and from (e), we get $X_{\xi}^+ = \mathcal{M}(X)$. On the other hand, if $X_{\xi}^+ = \mathcal{M}(X)$, then from (a) and (f), $\mathcal{M}(X) = X_{\xi}^+ \supset X_\eta^+ = \mathcal{M}(X)$. Hence, $X_\eta^+ = \mathcal{M}(X)$ for every $\eta > \xi$. This proves (g). □

Lemma 5.1(f) allows us to form a transfinite chain of the minimal image sets. Note that Lemma 5.1(c) alone is not enough, because of the existence of the limit ordinals and the initial ordinals. However, it is important to note that every chain of minimal image sets eventually does reach the maximal invariant set, even though it could be after uncountable steps later. The following theorem explains this phenomenon.

**Theorem 5.1.** Let $X$ be a nonempty set and $f : X \to X$. Then, there is a unique ordinal number $\xi$ such that

\[(5.2) \quad X_0^+ \supset X_1^+ \supset \cdots \supset X_\xi^+ = \mathcal{M}(X).\]

We call such $\xi$, the maximal invariance order.

**Proof.** Let $\alpha$ be an ordinal whose cardinality is bigger than that of the power set $\mathcal{P}(X)$ of $X$. That is, $|\alpha| > |\mathcal{P}(X)|$. Let $X = \{X_\beta^+ : 0 \leq \beta < \alpha\}$. Then, since every $X_\beta^+ \subset X$, we must have $X \subset \mathcal{P}(X)$. Therefore, $|X| \leq |\mathcal{P}(X)| < |\alpha| = |\{\beta : 0 \leq \beta < \alpha\}|$.

Therefore, the map $T : \{\beta : 0 \leq \beta < \alpha\} \to X$, $T : \beta \mapsto X_\beta^+$ is surjective but not bijective. Therefore, $X_T = \{\beta : X_\beta^+ = X_\gamma^+\}$ for some $\beta < \gamma < \alpha \}
eq \emptyset$. Let $\xi$ be the smallest element of $X_T$. Then, because of Lemma 5.1(g), we must have $X_\xi^+ = \mathcal{M}(X)$.

Also, because $\xi$ is the smallest of $X_T$, each ordinal number less than $\xi$ corresponds to distinct minimal image set. Hence, the inequality (5.2) follows. □

The maximal invariance order measures the length of the chain of minimal image sets.
5.2. Arbitrary maximal invariance order

In the previous subsection, we proved that every self-map \( f : X \to X \) has a unique ordinal \( \xi \) which measures the length of the chain of minimal image sets (Theorem 5.1). We wish to prove the converse as well. That is, given ordinal number \( \xi \), can we find a self-map with the maximal invariance order \( \xi \)? The following theorem answers this question.

Theorem 5.2. Given ordinal number \( \xi \), we can construct a discontinuous map \( f : X \to X \) in a set \( X \), with the maximal invariance order \( \xi \).

Proof. Let \( X = [0,1]^2 \times [0, \xi) \), where \( [0, \xi) = \{ \eta : \eta \text{ is an ordinal number such} \}

\( 0 \leq \eta < \xi \} \). Let \( \psi_1, \psi_2 \) and \( g \) be as in Example 4.3, and let \( n(\eta) \) denote the least limit ordinal greater than \( \eta \). We define the discontinuous map \( f : X \to X \) as follows.

\[
\begin{align*}
f(x, y, \eta) &= \begin{cases} 
(\psi_2(x), n(\eta)), & \text{if } (x, y) \in \left( \frac{\xi-1}{2e}, \frac{\xi-1}{e} \right] \times [0, 1) \text{ and } n(\eta) < \xi, \\
(\psi_2(x), \eta + 1), & \text{if } (x, y) \in \left( \frac{\xi-1}{2e}, \frac{\xi-1}{e} \right] \times [0, 1) \text{ and } n(\eta) \geq \xi, \\
(\psi_1(x), \eta + 1), & \text{if } (x, y) \in [0, \frac{1-\xi}{2e}] \times [0, 1) \text{ and } \eta + 1 < \xi, \\
g(x, y, \eta), & \text{otherwise.}
\end{cases}
\end{align*}
\]

This construction is analogous to that of Example 4.3. The part \((x, y, \eta) \mapsto (\psi_1(x), \eta + 1)\) handles the successor ordinal, peeling off one layer of unit square away from \(X_{\eta+1}^+\) to get \(X_{\eta+1}^+\). To use the transfinite induction properly, we need to take care of the limit ordinals also. The part \((x, y, \eta) \mapsto (\psi_2(x), n(\eta))\) does the work, creating an \(\infty\)-to-one correspond to the next limit ordinal \(n(\eta)\), so that we can go on with peeling off the layers again. If there is no next limit ordinal before \(\xi\), we duplicate the peeling-off map discussed in the previous paragraph through \((x, y, \eta) \mapsto (\psi_2(x), \eta + 1)\).

Consequently, we get

\[
\begin{align*}
X_k^+ &= [0,1]^2 \times [k, \xi], \\
X_\omega^+ &= [0,1]^2 \times [\omega, \xi], \\
X_{\omega+k}^+ &= [0,1]^2 \times [\omega+k, \xi], \\
X_{\omega+\omega}^+ &= [0,1]^2 \times [\omega \omega, \xi], \\
\cdots &= \cdots.
\end{align*}
\]

This continues transfinitely. Now, if \(\xi\) is a successor ordinal, by looking at the last layer of \(X\), we get

\[
X_{\xi-1}^+ = [0,1]^2 \times \{\xi - 1\}, \quad X_\xi^+ = [0, (e - 1)/e] \times \{0\} \times \{\xi\} = \mathcal{M}(X).
\]

Note that the line segment \([0, (e - 1)/e]\) in the expression of \(X_\xi^+\) comes from the first minimal image set of \(g\).
If $\xi$ is a limit ordinal, on the other hand, 

$$X^+_{\xi} = \bigcap_{k=0}^{\infty} X^+_{\eta} = \bigcap_{k=0}^{\infty} [0,1]^2 \times [p(\xi) + k, \xi) = \emptyset = \mathcal{M}(X).$$

Hence, the map $f : X \to X$ satisfies all the conditions of Theorem 5.2. \qed

We are now ready to prove Main Theorem 2. The technical improvement from Theorem 5.2 is rather slight, but the implication is significant.

**Theorem 5.3.** Given ordinal number $\xi$, we can construct a compact topological space $X$ and a piecewise continuous map $f : X \to X$ with the maximal invariance order $\xi$, which is almost continuous with respect to the non-singular component of any strictly positive Borel measure on $X$.

**Proof.** Let $Z$ be a compact topological space such that $|Z| = |\xi|$, such a set must exist due to Tychonoff’s Theorem. Let $\mathcal{F} : [0,\xi] \to Z$ be a bijection. Let $X = [0,1]^2 \times Z$. Now, let $g : [0,1]^2 \to [0,1]^2$ be the piecewise continuous map in Example 4.2, and let $\phi : [0, e-1]/e] \to [0,1]^2$ be a space-filling curve. Finally, let $\psi_1 : (0, (e-1)/(2e)) \to [0,1]^2$ and $\psi_2 : ((e-1)/(2e)), (e-1)/e] \to [0,1]^2$ be space-filling curves, too.

We define $f : X \to X$ as,

$$f(x, y, \mathcal{F}(\eta)) = \begin{cases} 
(\phi(x), \mathcal{F}(\eta)), & \text{if } 0 \leq x \leq \frac{e-1}{e}, y = 0 \text{ and } n(\eta) \geq \xi, \\
(\psi_2(x), \mathcal{F}(n(\eta))), & \text{if } \frac{e-1}{2e} < x \leq \frac{e-1}{e}, y = 0 \text{ and } n(\eta) < \xi, \\
(\psi_1(x), \mathcal{F}(\eta + 1)), & \text{if } 0 \leq x \leq \frac{e-1}{2e}, y = 0 \text{ and } \eta + 1 < \xi, \\
g(x, y, \mathcal{F}(\eta)), & \text{otherwise.}
\end{cases}$$

Then, by similar argument as in Theorem 5.2, the maximal invariance order of $f$ is $\xi$ as before. The difference is only slight. Instead of (5.3), we get

$$X^+_{\eta} = \{0\} \times [0, (e-1)/e] \times \{\eta - 1\} \cup [0,1]^2 \times [\eta, \xi).$$

Let us now turn our attention to the discontinuity. From the definition of $f$, we see that the discontinuity set of $f$ follows from the discontinuity set of $g$ on each layer, because the change of $z$-coordinate makes no difference unless $y = 0$. That is, the discontinuity set of $f$ is $\{(x, y, z) : g$ is discontinuous at $(x, y)\}$. The discontinuity set of $g$ in a typical layer and the discontinuity set of $f$ are illustrated in Figure 5.1 and Figure 5.2, respectively.

Even though $f$ has an infinite partition, only four sets in the partition have non-empty interior (Figure 5.2). The other pieces of the partition belong to the boundary surfaces of the four visible sets. Hence, the discontinuity set of $f$ is the union of the boundary surfaces of the four dominant regions (Figure 5.2), and therefore, it must have measure zero with respect to the non-singular component of any strictly positive Borel measure of $X$. \qed

Note that Theorem 5.3 remains true for $\xi = \omega$ as well. In this case, we can take $Z = \{1,1/2,1/3,\ldots ; 0\}$ as in Example 4.3, and define $F(0) = 0,$
$F(n) = 1/n$ for $n \in \mathbb{N}$. This case can be visualized by Figure 5.1 and Figure 5.2, too, except that there are only countably many layers.
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