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Abstract 

This study examines the reporting factors of crime against business in Korea and proposes a corresponding 

predictive model using machine learning. While many previous studies focused on the individual factors of 

theft victims, there is a lack of evidence on the reporting factors of crime against a business that serves the 

public good as opposed to those that protect private property. Therefore, we proposed a crime prevention 

model for the willingness factor of theft reporting in businesses. This study used data collected through the 

2015 Commercial Crime Damage Survey conducted by the Korea Institute for Criminal Policy. It analyzed 

data from 834 businesses that had experienced theft during a 2016 crime investigation. The data showed a 

problem with unbalanced classes. To solve this problem, we jointly applied the Synthetic Minority Over 

Sampling Technique and the Tomek link techniques to the training data. Two prediction models were 

implemented. One was a statistical model using logistic regression and elastic net. The other involved a 

support vector machine model, tree-based machine learning models (e.g., random forest, extreme gradient 

boosting), and a stacking model. As a result, the features of theft price, invasion, and remedy, which are known 

to have significant effects on reporting theft offences, can be predicted as determinants of such offences in 

companies. Finally, we verified and compared the proposed predictive models using several popular metrics. 

Based on our evaluation of the importance of the features used in each model, we suggest a more accurate 

criterion for predicting var. 

 
Keywords: Evaluation Metric; Feature Importance; Machine Learning Algorithm; SMOTE and Tomek Link; Theft 

Report 

 

1. INTRODUCTION  

To prevent and solve crimes, it is critical to report crime [1]. Contrary to popular belief that society is made 

safe through policing and law enforcement alone, the fact that each crime is unique makes it difficult to solve 

all crimes through police efforts and tasks alone [2]. In order to detect crime and maintain public safety, 

cooperation between members of the police force and their communities is essential. Factors that are part of 

this type of cooperation include willingness to report a crime, which is known to minimize the risk of important 

information going undetected by police. It is also an important means of responding to public order needs in 

cases where the police are understaffed [3]. For example, Gottfredson described individuals who report crimes 

as "gatekeepers" in the criminal justice context, while Take argued that crime reporting was an individual's 

IJACT 22-12-59 

Manuscript received: November 26, 2022 / revised: December 4, 2022 / accepted: December 9, 2022 

Corresponding Author: crime_tiger564@kyonggi.ac.kr 

Tel: +82-31-249-8962, Fax: +82-31-249-8963 

Research Professor, Contents Convergence Software Research Institute, Kyonggi. Univ., Korea 

mailto:leehoo@gmail.com


500                                 International Journal of Advanced Culture Technology Vol.10 No.4 499-510 (2022) 

      

realistic option for gaining relief from criminal damage [4, 5]. Crime reporting is an essential component of 

crime prevention and victim relief. However, not all crimes are reported, a phenomenon known as "no-

reporting"; this often results in secondary crimes and/or negligence. Several studies have confirmed that the 

severity of criminal harm impacts the relationship between crime reporting and the willingness of reporting 

[6]. Researchers have also identified relevant causal factors and causal models, including those pertaining to 

reporting costs/benefits, crime seriousness, how the police perceive procedural justice (legitimacy) and 

social/cultural class [7-11]. In turn, these types of complex models have enabled empirical research on the 

determinants of crime reporting [12]. To date, relevant studies have focused on the factors of crime reporting 

in the context of "individual harm," neglecting the factors of reporting in the context of a business or in other 

areas of public harm. From an economic perspective, reporting a crime is considered an act aimed at the 

victim's profit [13]. This means that an individual victim of crime decides whether to "report" a crime after 

calculating the benefit (gain) and the cost (loss). If the costs are low and the benefits are high, a victim is more 

likely to report the crime to the police [15].  

Many studies have examined the determinants of individual crime reporting based on an economic 

perspective (cost-benefit theory). Previous studies can be divided into two types. One consists of studies in 

which variables measuring the aforementioned costs and benefits are introduced into the model, and the other 

comprises studies based on the seriousness of the crime. First, since costs and benefits show great variation in 

both type and degree, their definitions and measurements differ in each study. Typically, an analysis of the 

opportunity cost of reporting is performed by comparing Internet and telephone reporting, stigma to neighbors, 

community safety, protection from perpetrators, and insurance coverage [16, 18] Factors measured as benefits 

of crime reporting increased the probability of crime reporting, while factors measured as costs of crime 

reporting decreased the probability of reporting. And then, some studies explain the reporting of victims based 

on the severity of the crime. Crime severity is discussed as the most important factor in crime reporting. This 

is because the nature and severity of crime play a central role in the cost-benefit decision [19]. The cost-benefit 

theory assumes that victims weigh benefits and costs when deciding whether to report a crime, which provides 

a basis for predicting the relationship between crime severity and the reporting of the crime. According to, the 

more serious the crime, the greater the desire for retribution and protection. In other words, the more serious 

the crime, the more the victim values the benefit of reporting it than the cost [20]. property crimes, for example, 

the higher the value of the stolen goods (damage), the greater the benefit of recovering them by reporting the 

theft. Moreover, for serious violent crimes involving the use of a weapon, bodily injury, or invasion of privacy, 

the utility of punishing the offender or securing physical protection increases. This discussion has been 

confirmed by several previous studies that have consistently concluded that the more serious the crime, the 

higher the reporting rate, both domestically and internationally [21-23]. As such, the report of a crime victim 

is related to the recognition of the scale of damage. And it should be noted that the damage perceived by 

business victims is relative to individual victims. 

Therefore, in this study, we propose predictive modelling that verifies the factor of reporting a crime against 

a business, rather than individual willingness to report a crime or micro-level analyses. As such, we do so 

through predictive modelling via two approaches:(1) statistical models, including logistic regression (LR) and 

elastic net (EN); and (2) popular machine learning models such as support vector machine (SVM), tree-based 

models, and stacking. In addition, it is also a prevention model to prompt reporting to prevent corporate theft. 

 

2. EXPERIMENTS 

This section briefly describes statistical models and machine learning techniques that were considered for 

analysis. 
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2.1  Logistic Regression 

 

Cox introduced the LR model that expands on the ideas of linear regression in order to include situations in 

which the target is categorical [24].  

Let X = (X1, …, Xp) be a p-dimensional feature vector in the LR model. Then, the logistic response function 

that produces the S-shaped curve is given by: 

 

𝑝(𝑋) =
𝑒𝛽0+∑ 𝛽𝑖

𝑝
𝑖=1 𝑋𝑖

1+𝑒𝛽0+∑ 𝛽𝑖
𝑝
𝑖=1

𝑋𝑖′
    (1) 

 

where β0 is the intercept and βi is the coefficient corresponding to the ith feature Xi. Note that the logistic 

response function(1)may be interpreted as the probability that an observation is in a specified category of the 

dichotomous outcome, generally called the "success probability". In addition, its logit transformation leads to 

the standard formulation of a logistic model given by: 

 

g(X) = log (
𝑝(𝑥)

1 − 𝑝(𝑥)
)   

= 𝛽0 + ∑ 𝛽𝑖𝑋𝑖

𝑝

𝑖=1

′

  

(2) 

which is a linear function of the feature vector X. 

 

2.2  Elastic Net 

 

Given its many features, the Ordinary Least Squares (OLS) regression model has some problems, 

particularly the presence of multi-collinearity and the risk of overfitting the training data. As such, several 

regularized regression models have been proposed as alternatives to the OLS, as constraining or regularizing 

estimated coefficients reduces variance and sampling errors [25]. This approach overcomes the drawbacks of 

the OLS regression model by constraining the total size of all coefficient estimates. To constrain the size of 

the coefficients, the ridge regression adds a penalty on the sum of the squared regression parameters: 

 

SSE𝐿2
= ∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1 + 𝜆1 ∑ 𝛽𝑗

2𝑝
𝑗=1     (3) 

 

where L2 indicates that a second-order penalty is being used on the parameter estimates and λ1(≥ 0) in the 

penalty term is a tuning parameter that controls how much of the model is regularized. In addition, yi and �̂�𝑖 

represent the target for the ith sample and its predicted value, respectively. 

This approach can reduce the overall mean squared error (MSE) compared to the unbiased model by 

reducing the variance, but unfortunately cannot conduct feature selection. To improve model performance and 

simultaneously conduct feature selection, the least absolute shrinkage and selection operator model (LASSO) 

will be considered, which uses a penalty similar to ridge regression [26]: 

 

SSE𝐿1
= ∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1 + 𝜆2 ∑ |𝛽𝑗|

𝑝
𝑗=1     (4) 

 

where λ2(≥ 0) is a tuning parameter that plays the same role as λ1. Another alternative is the EN model, 

which combines both types of penalties [27]: 
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SSE𝐸𝑁 = ∑ (𝑦𝑖 − �̂�𝑖)
2𝑛
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Where, the advantage of this model is that it can effectively regularize through the penalty term in the ridge 

model along with the feature selection quality of the penalty term in the LASSO model. 

 

2.3  Support Vector Machine 

 

The SVM can be used to find a hyperplane that best separates classes by loosening what "perfect separation" 

means or using so-called kernel tricks to enlarge the feature space using basis functions [28]. The popular 

kernel functions are given by: 

 

 d-th degree polynomial: K(x, 𝑥′) = 𝛾(1 + ⟨𝑥, 𝑥′⟩)𝑑 

 Radial basis function: K(x, 𝑥′) = exp (𝛾‖𝑥 − 𝑥′‖2) 

 Hyperbolic tangent: K(x, 𝑥′) = tanh (𝑘1‖𝑥 − 𝑥′‖ + 𝑘2)           (6) 
 

Where ⟨𝑥, 𝑥′⟩ = ∑ 𝑥𝑖
𝑛
𝑖=1 𝑥′𝑖 is an inner product, and ||z|| is the Euclidean norm. In addition, γ is a scale 

parameter, d is a degree term in the d-th degree polynomial, γ is a parameter related to the inverse of the σ  

parameter of a normal distribution in the radial basis function, and ki(i = 1, 2) > 0. 

 

2.4  Random Forest 

 

The random forest (RF) is an ensemble technique that improves performance by combining several decision 

trees; this is based on bagging (bootstrap aggregating) and randomness [29]. Bagging reduces the impact of 

noisy data and overfitting. In addition, when fitting a tree model to each bootstrap sample, the RF algorithm 

randomly selects the proportion of features considered for that split at each node of the tree. This forces the 

model from each bootstrap to include different features and create individual trees that are highly uncorrelated. 

The RF can be implemented as shown in [Figure 1]. 

 

 

Figure 1. Basic RF algorithm for classification (2-class) 
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2.5  eXtra Gradient Boost 

 

Unlike the RF with bagging, the boosting algorithm improves errors by sequentially learning and predicting 

multiple weak learners, and assigning weights to incorrectly predicted data. The AdaBoost and gradient boost 

algorithms are most often used to implement this [30, 31]. The former performs boosting by weighting the 

error data, while the latter boosts by updating weights through gradient descent. However, the computation 

time for the boosting is often greater than for the RF, since the RF can easily be processed in parallel, given 

that the trees are created independently, while the boosting is an ensemble technique that, again, trains many 

individual models but builds them sequentially. 

Among the gradient boost algorithms, the eXtra Gradient Boost (XGBoost) solves the disadvantages of the 

gradient boost, such as slow execution time through parallel processing [32]. It also optimizes the gradient 

boost algorithm by providing tree-pruning, handling missing data, and implementing regularization to avoid 

overfitting. 

 

2.6  Stacking 

 

The ensemble is a technique to derive a more accurate final prediction by generating and combining multiple 

prediction models. It includes stacking and voting, as well as the aforementioned bagging and boosting. 

Bagging and boosting improve prediction results by combining multiple individual models obtained by 

applying the same algorithm to the same dataset, while voting and stacking improve prediction results by 

combining multiple individual models obtained by applying different algorithms to the same dataset. 

Particularly in regard to stacking, the results predicted by individual models are again used as training datasets 

to learn, which requires another predictive model as a final model. 

Here, a stacking technique that enhances predictive performance by combining multiple individual models 

through a robust linear combination based on a generalized linear model (GLM) is applied [33]. The final 

model of this approach is given by: 

 

g(�̂�) = 𝛽0 + ∑ 𝛽𝑖 �̂�𝑖
𝑝
𝑖=1        (7) 

 

where �̂�𝑖  is the predicted value from the ith individual model. 

3. RESULTS 

To evaluate and compare the performance of the considered predictive models, we consider the Receiver 

Operating Characteristic (ROC) curve, which plots the sensitivity (Sen) and specificity (Spe) pairs as the cutoff 

value (CV) descends from 1 to 0; the closer the curve is to the top-left corner, the better the performance. In a 

prediction problem with two classes, assuming that the two classes are "event" and "nonevent," the Sen is 

defined as the rate at which the event of interest is correctly predicted for all samples having the event, while 

the Spe is defined as the rate that nonevent samples are predicted as nonevents. The evaluation and comparison 

through the ROC can be accomplished by calculating its corresponding area under the ROC curve (AUC). 

Furthermore, the predictive power of the predictive models can be measured by comparing the overall accuracy 

rate (Acc), Sen, and Spe at different CVs since the ROC curve evaluates the model's performance at different 

CVs. The uncertainty is examined through the 95% confidence interval (CI) for the metric that is computed 

with 2,000 stratified bootstrap replicates. 

 

3.1  Data and Preprocessing 
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This study used data collected through the 2015 Commercial Crime Damage Survey conducted by the Korea 

Institute for Criminal Policy (https://www.data.go.kr/data/15095483/fileData.do). The target population was 

comprised of businesses considered "wholesale and retail" and "accommodation and restaurant" under the 

"Korea Standard Industrial Classification." The representation group used the same definition of "National 

Business Survey" as a sampling frame in the relevant data as a "business entity." This is the same concept as 

all management units that independently perform economic activities (e.g., the production, sale, and service of 

goods) in certain physical places (e.g., individual stores, offices, banks, schools, hospitals, inns, restaurants, 

academies, churches, public institutions, and social welfare facilities, regardless of profit/non-profit status). 

The survey consisted of face-to-face interviews, and self-written responses in which the investigators visited 

the businesses in person. 

Through this, data on a total of 8,140 businesses were collected, and 961 businesses that experienced theft 

crimes were extracted among the crimes committed against businesses. However, among 961 business data, 

data with no damage due to theft (no stolen goods) and missing values were excluded, and only 834 data that 

actually occurred were used for analysis. Table 1 describes the features considered for analysis from within 

this dataset. 

Table 1. Features of interest within the theft reporting data 

Feature Type Description 

crime reporting Categorical Report of theft 

(1=Yes, 0=No) 

theft_price Numeric Amount of damage 

invasion Categorical Trespassing 

(2=Success, 1=Attempt, 0=Not) 

remedy_dm Categorical Remedy by Offender 

(1=Yes, 0=No) 

insurance Categorical Insurance subscription 

(1=Yes, 0=No) 

CE_dm Categorical Participation of Community Environment 

(1=Postive, 0=Negative) 

SEX Categorical Sex 

(1=Male, 0=Female) 

one_person Categorical Manage 

(1=Only, 0=Not only) 

residence Categorical In work place 

(1=Inside, 0=Outside) 

type Categorical Business type 

(4=Bar, 3=Restaurant, 2=Accommodation, 1=Sales) 

franchise Categorical Managing a franchise 

(1=Yes, 0=No) 

income Categorical Monthly income (Million won) 

(6=income≥ 1, 000, 5=500 ≤income< 1, 000, 

(4=100 ≤income< 500, 3=50 ≤income< 100, 

2=30 ≤income< 50, 1=income< 30) 
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For analysis, the full dataset was partitioned into training and test sets at a ratio of 70 to 30, respectively, 

using a stratified train-test split that splits the data set into training and test sets in a way that preserves the 

proportion of each class as observed in the original data set. Note that this dataset was affected by the problem 

of class imbalance, which can significantly impact model predictions and performance [34]. To remedy this, 

we sequentially applied the Synthetic Minority Over-Sampling Technique (SMOTE) and Tomek link to the 

training data prior to analysis [35, 36]. The former is a method of generating new data that is slightly different 

from the existing data by finding the k nearest neighbor of the individual data in a small dataset, then making 

the difference between these data and k neighbor a constant value. However, this synthetic data generation 

method generates a new data sample that causes class overlaps, which results in the problem of 

overgeneralization. This can be overcome by the latter, which cleans up unwanted overlapping between classes 

by removing pairs of minimally distanced nearest neighbors of opposite classes. 

While training the model using the training data, we performed 5-fold cross-validation by splitting the 

original training data into five partitions to both avoid overfitting and tune the model's hyper parameters. For 

the tree-based machine learning models, such as the RF and XGB, we applied the out-of-bag (OOB) error to 

evaluate model performance in addition to cross-validation. Figure 2 shows the overall framework for 

prediction. 

 

 

Figure 2. Prediction process diagram 

3.2  Experimental Results 

 

This section reports the results of the metrics described in Section 3 to evaluate and compare the performance 

of the considered predictive model by employing test data. Figure 3 shows the plotting of the ROC curve for 

the considered prediction models and reports the values of the corresponding AUC and its Cis . As in Figure 

3, we verified that the tree-based machine learning models (RF and XGB) and the Stacking model were better 

in terms of AUC, as evidenced by slightly higher AUC values when compared to other predictive models. In 

addition, in the case of the CI for the AUC, the tree-based machine learning models (RF and XGB) and 

Stacking model have shorter widths than other predictive models, which reveals that they are also better 

predictive models in terms of uncertainty. 
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Figure 3. ROC curve for the considered predictive models 

However, there was little difference between the tree-based models. A closer examination was performed 

by evaluating the predictive models not only at the default CV of 0.5 but also at the best CV, which is the point 

at which the sum of Sen and Spe is maximum. In doing this, the Acc that is the simplest metric and the most 

widely used Sen and Spe were computed at the best CV and the default CV of 0.5. These values are reported 

in Table 2, and the 95% CIs for the metrics in each predictive model are reported in parentheses below the 

predicted values. Table 2 shows the same results as Figure 3. That is, the tree-based machine learning models 

(RF and XGB) and the Stacking model have better overall performance on all metrics and their CIs. In addition, 

the predicted Sen at the best CV showed a significant improvement over the value generated by the default CV 

of 0.5 while worsening in other metrics. This means that the considered predictive model is better at correctly 

predicting the class of interest label in the theft reporting dataset at the best CV. To induce a business to report, 

it is thus suggested to use the predictive models at the Best CV. 

Table 2. Prediction using the default and alternate cutoffs 

Method 

0.5CV Best CV 

Acc Sen Spe Acc Sen Spe 

LR 0.837 
(0.799, 
0.871) 

0.736 
(0.680, 
0.792) 

0.868 
(0.821, 
0.909) 

0.815 
(0.789, 
0.857) 

0.813 
(0.740, 
0.985) 

0.816 
(0.640, 
0.880) 

EN 0.819 
(0.779, 
0.857) 

0.706 
(0.646, 
0.766) 

0.854 
(0.803, 
0.900) 

0.819 
(0.792, 
0.859) 

0.706 
(0.598, 
0.826) 

0.854 
(0.729, 
0.964) 

SVM 0.837 
(0.801, 
0.873) 

0.770 
(0.710, 
0.826) 

0.858 
(0.817, 
0.895) 

0.795 
(0.769, 
0.833) 

0.894 
(0.731, 
0.929) 

0.764 
(0.732, 
0.925) 

RF 0.877 
(0.846, 
0.906) 

0.847 
(0.796, 
0.894) 

0.887 
(0.855, 
0.919) 

0.839 
(0.814, 
0.870) 

0.928 
(0.877, 
1.010) 

0.811 
(0.728, 
0.862) 

XGB 0.882 
(0.853, 
0.909) 

0.881 
(0.834, 
0.920) 

0.882 
(0.845, 
0.914) 

0.879 
(0.857, 
0.908) 

0.885 
(0.834, 
0.932) 

0.877 
(0.831, 
0.928) 

Stacking 0.898 
(0.867, 
0.927) 

0.860 
(0.813, 
0.903) 

0.910 
(0.873, 
0.942) 

0.897 
(0.873, 
0.924) 

0.885 
(0.834, 
0.932) 

0.901 
(0.855, 
0.942) 
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Figure 4 shows the feature importance score that is a score representing the "importance" of each feature for 

a given predictive model. A higher score means that the specific feature will have a larger effect on the 

predictive model. The feature the price represented the amount of damage and was the most influential in all 

predictive models in determining whether to report theft crimes. In addition, other models (except for the SVM 

predictive model) extracted the next most important features as invasion2(success) and remedy_dm1(yes). In 

sum, the features the price, invasion, and remedy, which are known to have significant effects on the reporting 

of theft crimes, can be predicted as determinants of such crimes in businesses. 

 

 

Figure 4. Importance scores for features used in the considered predictive models 

4. CONCLUSION 

In this study, we used machine learning techniques to predict the determinants of crime reporting in 

'businesses', focusing on the individual perspective. In this regard, we used the economic cost-benefit theory 

as an investigative framework. Our model was shown to have sufficient goodness-of-fit in the profit calculation 

of reporting factors, as suggested from the economic perspective. Individual characteristics must also be taken 

into account to induce more frequent crime reporting in the business context. In other words, finding methods 

that increase the benefits of crime reporting is important. Of note, business damage is not typically recognized 

as harm to private property; this perception leads to a culture of tolerance for crime damage (shop thefts, credit 

card fraud, and property damage). As such, it is also important to induce the perception that benefits exist 

outside those which are derived from damage recovery. 

This study also had some limitations. First, we did not apply all features that fit the proposed theory. 

However, our investigation was still novel because we designed a predictive model for crimes based on an 

economic theory. As for future areas of research, a given feature should be measured before and after a crime 

is reported in terms of the victim’s compensation. In this regard, it is necessary to consider two cases separately. 

This is because agreement-based compensation can hinder causal relationships between features. Thus, future 

studies would benefit by designing separate features. Second, we did not include community friendship or 

police reliability, which were both suggested in previous studies. In terms of the reporting benefits, police 

reliability is closely related to procedural impartiality; moreover, its influence has been verified by previous 

studies. Although police reliability is measured very subjectively, it should still be considered in future 

research.  

Despite these issues, this study makes a meaningful contribution to the literature due to its employment of 

an interdisciplinary theory from a convergence perspective. From a practical standpoint, our findings should 

also be useful in predicting and preventing crimes. Finally, we expect to overcome the above limitations by 
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further applying the proposed model to interpersonal crimes. 
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