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Abstract  

Interval caching is one of the representative caching strategies used in multimedia streaming systems. 

However, there has been no theoretical analysis on interval caching. In this paper, we present an optimality 

proof of the interval caching policy. Specifically, we propose a caching performance model for multimedia 

streaming systems and show the optimality of the interval caching policy based on this model. 
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1. Introduction 

Caching has been widely studied to alleviate the performance gap in various computing systems including 

embedded systems [1], mobile systems [2], web servers [3], and smartphones [4]. Multimedia data caching 

has also great impact on the performance of streaming server systems. Over the last decades, a lot of cache 

replacement algorithms have been proposed in the literature and lots of them are based on interval caching [5, 

6, 7]. Interval caching fairly well reflects the characteristics of streaming media, which is very large in size 

and is likely to be accessed sequentially. It is known that interval caching empirically performs well [5], but 

there is no theoretical background to investigate the effectiveness of interval caching. In this paper, we show 

the optimality of interval caching in terms of the cache miss ratio. To do so, we design a caching performance 

model for multimedia streaming systems and analyze the optimality of the interval caching policy based on 

this model. 

The remainder of this paper is organized as follows. Section 2 describes the caching performance model of 

multimedia streaming systems for interval caching. Section 3 describes the revised interval caching policy 

based on the caching performance model. Section 4 will show the optimality of revised interval caching with 

respect to the cache miss count in streaming environments. Finally, Section 5 concludes this paper. 

 

2. Caching Performance Model 

Our caching performance model is developed to evaluate the performance of caching algorithms in 

streaming systems. We assume that a single media cache block is streamed periodically in a fixed duration 
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round and every cache block loaded from a file block per each round has the same size. Two neighboring 

streams on the same file form an interval, which denotes the distance of the file blocks referenced by the 

streams. Two streams of an interval can be named as a preceding stream and a following stream according to 

their file block positions. The following stream of an interval tries to access a cache block in an interval and if 

the interval has no matching cache block, cache miss occurs. For example, two consecutive streams S1 and S2 

in Figure 1 form interval I21. In this example, S2 is the preceding stream of I21 and at the same time the following 

stream of I32. As we see, S2 will incur a cache miss in the next round whereas S1 will be serviced from the cache 

block in I21. Such an interval concept has been the main idea of many caching algorithms in multimedia systems 

[8, 9, 10]. For example, with a given cache space, the original interval caching [5] sorts the intervals by the 

increasing order of space requirements and caches from the shortest interval. 

In our study, interval approach is used in order to design an analytic performance model, where the sum of 

cache block misses incurred per each round is used as the performance metric. Specifically, the stochastic miss 

count of a stream is calculated using the interval concept. Cache blocks can be grouped according to which 

interval their corresponding file blocks belong to. An interval can be regarded as a container of cache blocks 

and cache miss count can be estimated based on the ratio of the maximal cache blocks an interval can hold to 

the number of actually allocated blocks. The former is defined as interval size and the latter is termed as 

interval allocation. It should be noted that interval size is invariant with respect to a round whereas interval 

allocation at each round may change. 

There may exist a number of intervals in the system and they can be represented as an ordered list which is 

decreasingly sorted by their interval size. For an ordered interval list ( I1 I2 ... In ), size list can be defined as ( ψ1 

ψ2 ... ψn ) where ψx is interval size of Ix (1 ≤ x ≤ n). Also we can define allocation list which consists of interval 

allocation of each interval at round t and it will be denoted as ( ). From these two lists we can 

derive stochastic cache miss counts incurred during a round period. 

Suppose that size list is Ψ and allocation list is Φ at round t. Then cache miss counts generated by caching 

algorithm  from round t + j to round t + k can be denoted by Cj
k ( ,Ψ,Φ). It implies that cache miss counts 

can be regarded as being affected by the states of size list and allocation list at each round. 

 

Figure 1. Interval between two consecutive streams 

 

3. Revised Interval Caching 

Revised Interval Caching (RIC) is reinvented from the original interval caching [5] to be optimized for the 

caching performance model. Note that RIC behaves similar to the original interval caching, so their empirical 

performance may be similar, but we devise it as the optimality can be proven with our revised interval caching. 

To illustrate RIC formally, let us suppose that size list is ( ψ1 ψ2 ... ψn ) and allocation list which RIC has at 
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round k is . Then RIC satisfies the following conditions where 

 

  

 

  

Note that ∆k
m is the difference between the number of cache blocks allocated to intervals whose size is longer 

than ψm and the number of uncached blocks for those intervals whose size is shorter than ψm. RIC tries to 

allocate more cache blocks to intervals that have a shorter interval size. If there exists a cache block in a longer 

interval while a shorter interval is not fully allocated, that cache block will be allocated to the shorter interval. 

Accordingly, all cache blocks will be replaced into shorter intervals sequentially according to the ordered 

interval list. As time progresses, a new interval may form or an existing interval may disappear, and thus the 

allocation of cache blocks to each interval needs to be adjusted. For each round, RIC allocates blocks to shorter 

intervals preferentially, and if a free cache block is needed, a block allocated to the longest interval is removed 

first. Thus, some intervals may be granted to maximal blocks in a certain rounds, while it is not the case in 

other rounds depending on how many short intervals exist in that round.  

As the service round goes on, intervals managed by RIC will be partitioned into two groups: a shorter 

interval group with cache blocks fully allocated and a longer interval group with no cache block. Specifically, 

intervals with a smaller index (a larger interval size) than Iα have no cache block where α is an allocation index 

which satisfies  and N is the number of cache blocks. Allocation list in 

such a situation is said to be a Shorter-Interval-First-Allocated (SIFA) list. 

 

4. Optimality Proof 

In this section, we will show the optimality of RIC with respect to the cache miss count in streaming 

environments. 

 

Lemma 1. Suppose that Φs is a SIFA list for interval size list Ψ. Then for any allocation list Φ, 

 

Proof.  For ( I1 I2 ... In ), let Ψ = ( ψ1 ψ2 ... ψn ) , Φ ), and Φ = (  1  2  ...  n ). From the fact 

that expected cache miss count per each interval Ix is 1 – φx/ψ, we have 

                   (1) 
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By letting  and α be the allocation index, we get 

                        (2) 

In (2),  where x < α is negative or 0 and  where x > α is positive or 0. So 

 

are derived and we can rewrite (2) as 

                        (3) 

To apply   

 

to (3), we have 

    

                        

 

Theorem 1.  For any buffer management algorithm  there exists a constant c such that 

 

where c ≤ j. 

Proof.  Suppose that Φ  and Φ  are allocation lists after  and  manage buffers during j rounds and 

let and  be allocation lists at x round after j rounds are serviced. We can choose such c that ΦRIC 

can be a SIFA list. As a result, all  are also SIFA. Thus, 
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       (4) 

 

Because each term in Equation (4) is non-positive by Lemma 1, Cj
k( , Ψ, Φ) − Cj

k( , Ψ, ) is also non-

positive.                                                                              

 

4. Conclusion 

A lot of caching algorithms for stream server environments have been proposed in the research community 

but even today, the LRU (least recently used) algorithm is still used commonly in the industry implementation. 

This is mainly because most developers think buffer caching in file-systems would suffice. However, we 

believe that a replacement technique based on interval caching can improve the performance of streaming 

services even more. In this paper, we have shown that our revised interval caching achieves an optimal 

performance based on our proposed caching performance model, which provides the theoretical foundation 

for evaluating the performance of a cache replacement algorithm in streaming environments. 
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