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Deep learning for the classification of cervical 
maturation degree and pubertal growth spurts:  
A pilot study

Objective: This study aimed to present and evaluate a new deep learning model 
for determining cervical vertebral maturation (CVM) degree and growth spurts 
by analyzing lateral cephalometric radiographs. Methods: The study sample 
included 890 cephalograms. The images were classified into six cervical stages 
independently by two orthodontists. The images were also categorized into 
three degrees on the basis of the growth spurt: pre-pubertal, growth spurt, and 
post-pubertal. Subsequently, the samples were fed to a transfer learning model 
implemented using the Python programming language and PyTorch library. In 
the last step, the test set of cephalograms was randomly coded and provided 
to two new orthodontists in order to compare their diagnosis to the artificial 
intelligence (AI) model’s performance using weighted kappa and Cohen’s kappa 
statistical analyses. Results: The model’s validation and test accuracy for the 
six-class CVM diagnosis were 62.63% and 61.62%, respectively. Moreover, the 
model’s validation and test accuracy for the three-class classification were 
75.76% and 82.83%, respectively. Furthermore, substantial agreements were 
observed between the two orthodontists as well as one of them and the AI 
model. Conclusions: The newly developed AI model had reasonable accuracy 
in detecting the CVM stage and high reliability in detecting the pubertal stage. 
However, its accuracy was still less than that of human observers. With further 
improvements in data quality, this model should be able to provide practical 
assistance to practicing dentists in the future.
[Korean J Orthod 2022;52(2):112-122]
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INTRODUCTION

In addition to choosing the best orthodontic treat-
ment modality and biomechanics, the timing of treat-
ment delivery is crucial for treatment success. In or-
thodontics, quantifying the facial growth stage, mainly 
mandibular growth, affects the diagnosis, prognosis, 
treatment planning, and outcomes.1 If the treatment 
procedure is initiated at the optimal development phase, 
orthodontic intervention might produce more favorable 
outcomes. Otherwise, the treatment time will be longer 
or surgical intervention might become necessary to cor-
rect the jaw deformity.2,3 

Several indicators of skeletal maturation have been 
proposed as a guide for treatment timing, i.e., dental 
development and eruption times,4 maturation of the 
hand and wrist,5 and cervical vertebral maturation (CVM) 
and morphology.1 Among these, the CVM degree is the 
most utilized by orthodontists. This popularity is because 
CVM degree assessment is possible through conventional 
lateral cephalograms.3 However, the CVM degree method 
has shown suboptimal intraobserver agreement.6,7 This 
may indicate the difficulty in proper CVM assessment, 
which can be resolved using the qualitative assessment 
approach or intelligent systems.8 

Over the years, different technologies have been uti-
lized in dentistry. One of the latest tools, which has 
shown great promise in providing more precise diagno-
sis and more efficient treatment planning, is artificial 
intelligence (AI).9 AI refers to a machine’s ability to 
perform cognitive tasks similar to human intelligence.10 
Deep learning is a branch of AI that uses a multilayered 
structure of algorithms to process complex data.11 Deep 
learning displays increasing promise in its ability to au-
tomate medical image interpretation, enhance clinical 
decision-making, identify novel phenotypes, and select 
better treatment pathways in complex diseases.12,13 In 
orthodontics, deep learning has been used for vari-
ous purposes, including landmark detection on lateral 
cephalometry, skeletal classification, and indication for 
orthognathic surgery.14 Transfer learning is an approach 
that uses the knowledge of a previously trained model 
and transfers it to different domains. This is helpful 
when the availability of labeled data is limited.15

However, only a few studies have used AI approaches 
for the classification of CVM degree. Most of these stud-
ies extracted handcrafted features, e.g., landmarks, and 
then fed them to their algorithm.8,10,16 Moreover, none of 
them employed transfer learning approaches.

Taking a cue from all these studies, we sought to 
introduce and assess a new deep learning model for de-
termining skeletal age by analyzing lateral cephalometric 
radiographs. Furthermore, since one of the leading clini-
cal applications of the CVM degree is detecting growth 

spurts, we also explored the use of a model to detect 
various stages of puberty.

MATERIALS AND METHODS

Study design
Two transfer learning models based on ResNet-101 

were independently fine-tuned for the purpose of deter-
mining the CVM degree and growth spurts based on the 
analysis of lateral cephalograms. The Ethics Committee 
of the Shahid Beheshti University of Medical Sciences 
approved this study (IR.SBMU.DRC.REC.1400.007). The 
study was conducted and the results were reported in 
accordance with the Checklist for Artificial Intelligence 
in Medical Imaging.17

Dataset and data preparation
A total of 890 lateral cephalograms were considered 

for this study on the basis of the following criteria. The 
images used in this study were selected from a compre-
hensive selection of available images from patients who 
visited the orthodontic department of Shahid Beheshti 
University of Medical Sciences. Lateral cephalograms 
in which cervical vertebrae (C2 to C4) were visible were 
included. If a patient’s pretreatment and posttreatment 
cephalograms were available, one of them was chosen 
randomly. Images of patients wearing items such as 
orthodontic appliances, retainers, or necklaces, as well as 
non-standard images (e.g., images acquired using incor-
rect head positions or those showing signs of patient 
movement during radiography) and low-quality images 
(e.g., blurry or noisy images) were excluded.

All the images were acquired using ProMax Dimax 3 
Digital Pan/Ceph device (Planmeca, Helsinki, Finland). 
Thereafter, the images were exported to the JPEG for-
mat with a resolution of 2,143 × 2,300 pixels. To deal 
with the small amount of data at this stage, 400 lateral 
cephalograms from the IEEE International Symposium 
on Biomedical Imaging 2015 grand challenge were ob-
tained and added to the pool.18 Before feeding the im-
ages to the models, the region of interest (ROI) around 
the C2, C3, and C4 cervical vertebrae were manually 
cropped. Then images were resized to 75 × 110 pixels so 
that the ratio of the cervical vertebrae did not change.

Ground truth annotations
Classification of vertebral maturation degree was 

based on the guide proposed by McNamara and Fran-
chi.3 The approach used in this study is briefly presented 
in Table 1. Using this approach, samples were divided 
into six cervical stage (CS) classes from CS1 to CS6 
(Model A). Furthermore, the images were classified ac-
cording to the CVM degrees based on the growth spurt 
(Model B), which was as follows:
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1. Pre-pubertal: Including CS1 and CS2 (Class I), 
2. Growth spurt: Including CS3 and CS4 (Class II), and
3. Post-pubertal: Including CS5 and CS6 (Class III).
Annotation was performed using cropped images and 

before preprocessing to avoid any possible biases. All 
radiographic images were classified independently by 
two orthodontists. Before the labeling procedure, a cali-
bration session using 50 cephalograms was conducted 
for these orthodontists in order to ensure they reached 
a consensus on image classifications. In case of any dis-
agreements, the final decision was made through agree-
ment.

Data partitions
Finally, 890 images were divided randomly into the 

training, validation, and test sets. The number of sam-
ples in each class and each set is presented in Table 2. 
There were no overlaps between these sets.

The samples of classes with a lower number of images 
in the training set were oversampled to 228 images per 
category to solve the class imbalance challenge. Then 
data were augmented to increase the number of samples 
three times. The augmentation techniques were as fol-
lows:

1. Random crop (with the size of 60 × 100 pixels), 
2. �Random color jitter (e.g., random changes in 

brightness, contrast, saturation, and hue), 
3. �Random affine (e.g., random rotation [in the range 

of –20 to +20 degree], translating, and scaling [in 
the range of 0.8 to 1.1]), and 

4. Random Gaussian noise.
All the augmentations applied with the probability 

of 0.5 only on the training samples. Before feeding the 
model, zero-padding was performed to change the input 
image’s size to 224 × 224 pixels.

Model architecture 
In this section, we tried to evaluate the perfor-

mance of various transfer learning models, all of which 
were pretrained on the ImageNet dataset, including 
ResNet-18, ResNet-50, ResNet-101, ResNet-152, VGG19, 

DenseNet, ResNeXt-50, ResNeXt-101, MobileNetV2, and 
InceptionV3. 

To implement the deep learning model, the Python 
programming language and PyTorch library were used. 
In all the models, all the convolutional layers were fro-
zen. However, the batch normalization layers were kept 
trainable because our dataset samples were very differ-
ent from the ImageNet samples. However, one or two 
layers of trainable, fully connected layers were added 
to the output of the convolutional layers. The cross-
entropy loss function was used as the objective loss in 
the last layer.

Training details
The training procedure was performed on a GeForce 

GTX 1050 graphic processor unit (Nvidia Corporation, 
Santa Clara, CA, USA). For each labeling approach (six-
class and three-class), the models were trained sepa-
rately. All the models were trained for 50 epochs. Train-
ing was performed using cross-entropy loss as the loss 
function. To further avoid overfitting, the early stopping 
strategy was used, in which the best model weights 
based on their performance (accuracy) on the validation 
set were saved. The grid search strategy was used for 
hyperparameter tuning of batch size, learning rate, and 
the optimizer. 

Evaluation
We used the test set to evaluate our model perfor-

mance on unseen data. Classification accuracy of all the 
trained models were presented. Details of the perfor-
mance of the best-trained model based on the test set 
were also presented. Precision, recall, and F1-score of 
each class and each set based on the best model were 
also presented. These metrics are defined as follows:

Classification Accuracy =  
TP+TN

#All Samples

Precision =
TP

TP+FP

Table 2. Distribution of samples in the various classes

Data splitting set CS1 CS2 CS3 CS4 CS5 CS6 Total

Training set 43 81 71 143 228 126 692

Validation set 5 10 6 25 35 18 99

Test set 5 10 6 25 35 18 99

Total 53 101 83 193 298 162 890

New augmentated samples in training set 641 603 613 541 456 558 3,412

Training set + oversampling + augmentation 684 684 684 684 684 684 4,104

CS, cervical stage.
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Recall =
TP

TP+FN

F1–score =
2*Precision*Recall

Precision Recall

Where TP, TN, FP, and FN are the number of true-
positive, true-negative, false-positive, and false-negative 
samples, respectively. The confusion matrices of the 
training, validation, and test sets were also presented. 

In the final step, the test set of cephalograms was 
coded randomly and provided to two new orthodon-
tists (N.M. and E.B.). Thereafter, the diagnoses of the AI 
model and orthodontists were compared to each other.

Statistical analysis
To compare AI diagnosis with that of human ob-

servers, weighted kappa and Cohen’s kappa statistical 
analyses were performed using SPSS for Windows, Ver-
sion 15.0 (SPSS Inc., Chicago, IL, USA). The results of 
the weighted kappa and Cohen’s kappa analyses were 
interpreted as follows: kappa less than 0.2 indicated a 
slight agreement; kappa between 0.21 to 0.4 indicated 
a fair agreement; kappa between 0.41 to 0.6 indicated a 
moderate-to-fair agreement; kappa between 0.61 to 0.8 
indicated a substantial agreement; and kappa more than 
0.81 indicated an almost perfect agreement.19 Further-
more, interobserver percentage agreements were calcu-
lated as the number of agreements divided by the total 
number.

RESULTS

Data
The included data showed severe imbalance. As pre-

sented in Table 2, the lowest sample size was for CS1 (53; 
5.96%), and the highest was for CS5 (298; 33.48%). 

Model performance
The classification accuracy of all the trained models 

is presented in Table 3. ResNet-101 showed the best 
performance on the test set for both the six-class and 
three-class classifications. Following hyperparameter 
tuning, the batch size and learning rate were set to 4 
and 0.001, respectively. Moreover, the Adam optimizer 
with a weight decay of 0.0001 was selected as the mod-
el optimizer. 

The accuracy and loss of 50 epochs of both the 
ResNet-101 model training processes are presented in 
Figure 1. As previously mentioned, we saved the models 
on the basis of their performance on the validation set. 
Regarding the six-class CVM diagnosis, the model’s vali-
dation and test accuracy were 62.63% and 61.62%, re-
spectively. However, in the three-class classification, the 
model’s validation and test accuracy were 75.76% and 
82.83%, respectively. The confusion matrix and receiver 
operating characteristic (ROC) curve of various classes in 
the test set are presented in Figures 2 and 3. Moreover, 
the precision, recall, and F1-score of each class in the 
training, validation, and test sets are reported in Table 4. 

Model A performed the best in detecting CS6 with F1-
scores of 0.82 and 0.63 on the test and validation sets, 
respectively. However, among the classes, the area under 
the ROC curve (AUC) score for CS2 was the best (AUC = 
0.92). On the other hand, Model A showed the least ac-
curacy in detecting the CS3 class. Model B had an F1-
score of 0.89 on both the validation and test sets and 
was the best at detecting Class III. 

Intraobserver agreement 
The results regarding the intraobserver agreement are 

Table 3. Classification accuracy of various trained models on the validation and test sets 

Trained model
Six-class Three-class

Validation set accuracy Test set accuracy Validation set accuracy Test set accuracy

ResNet-101 62.63 61.62 75.76 82.83

ResNet-18 54.55 44.44 82.83 64.65

ResNet-50 65.66 50.51 82.83 79.8

VGG19 63.64 59.6 82.83 79.8

DenseNet 64.65 59.6 82.83 78.79

ResNeXt-50 65.66 55.56 82.83 65.66

ResNeXt-101 68.69 52.53 83.84 74.75

MobileNetV2 65.66 48.49 83.84 78.79

InceptionV3 54.55 51.52 77.78 69.7

ResNet-152 62.63 45.45 77.78 70.71
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summarized in Table 5. The intraobserver agreements 
between the two orthodontists as well as that between 
the orthodontist N.M. and the AI models were classified 
as being substantial on the basis of weighted kappa and 
the abovementioned criteria.

DISCUSSION

The evaluation of CVM on lateral cephalograms is a 
common procedure used in orthodontic treatment for 
determining the optimal treatment initiation time. How-
ever, the nature of CVM analysis is subjective; moreover, 
it yields low reproducibility and is highly associated with 
the practitioner’s experience.6,7 Studies have shown that 
using AI will lead to more accurate and reliable diagno-
ses.20 The present study aimed to propose a deep learn-
ing model for skeletal maturation classification.

The challenge in conventional CVM stage evaluation 

is its poor reproducibility.7 Since the changes in stages 
are gradual, accurate classification of some CVM stages 
is difficult.21 Zhao et al.6 reported 40.7% to 79.1% in-
terobserver agreement with weighted kappa values of 
0.53 to 0.86. The interobserver agreement reported in 
this study was also in this range (60.60% agreement 
with a weighted kappa value of 0.70). 

In this study, other than the six-class CVM degree 
approach, a new approach was applied that divides pa-
tients into three classes. In this approach, the six classes 
of CVM were further divided into three classes, each 
comprising two CVM classes. The justification for this 
approach is that one of the main applications of CVM 
classification is determining the optimal treatment tim-
ing for mandibular deficiencies. Therefore, on this basis, 
CS1 and CS2 present slow growth, CS3 and CS4 present 
increased growth velocity, and CS5 and CS6 present al-
most no substantial growth of the craniofacial region.21 
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Moreover, CS3 and CS4 can be considered as represent-
ing the optimal period for the treatment of skeletal Class 
II malocclusion.1 When using this three-class approach, 
the interobserver agreement increased to 73.73%. More-
over, the model’s classification accuracy increased from 

61.62% to 82.83% on unseen data.
The model reached an average classification accuracy 

of 61.62% in CVM degree classification using a trans-
fer learning model. The best and worst performances 
were observed for CS6 and CS3, respectively. Moreover, 

Figure 2. A, Confusion matrix of the test set in the six-class classification of ResNet-101. B, Confusion matrix of the test 
set in the three-class classification of ResNet-101.
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the model showed an average classification accuracy of 
82.83% in detecting pubertal stages. A few studies used 
artificial neural network models for CVM degree classifi-
cation.8,10,16 Amasya et al.10 obtained better classification 
accuracy (86.93%) than that of the current study, but 
they fed their models features extracted from manu-
ally identified landmarks. Although low-level features 
improved the classification, their approach still required 
manual marking of landmarks by a human, which is 
time-consuming and error-prone.22 However, as an ad-
vantage of the present study, only images were used 
as model inputs. Compared to a study by Kök et al.,16 
who also used manually identified features, our model 
showed better performance in classifying CS4, CS5, and 
CS6. The weaker performance of other classes in our 
study is probably due to the lower number of samples 
in the training set, which considering data augmenta-
tion and oversampling, the model still overfitted on the 
training set.

Another study by Amasya et al.23 assessed interob-
server agreement between their previously developed 
model10 and human observers. That study reported an 
average interobserver agreement of 58.3% among the 
model and practitioners. However, the result of this 
study demonstrated an agreement of 51.01% between 
orthodontists and the model. The reason for the lower 
agreement in this study can be justified by the differ-
ence in the nature of the models; while our model was 
fed raw images, Amasya et al.23 used handcrafted fea-
tures.

The approach used in the present study is named 
“transfer learning,” which has been widely used in medi-
cal imaging.24 In transfer learning, model knowledge, 
which has been gained by training on huge datasets, 
can be transferred for use on a new task. It is useful in 
medical imaging studies where a large amount of la-
beled medical data is inaccessible.15 

A fine-tuned ResNet pretrained on the ImageNet da-

Table 4. Precision, recall, and F1-score of the ResNet-101 model in the training, validation, and test sets in both the six-
class and three-class classifications

Classification Class
Training set Validation set Test set

Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score

Six-class CS1 0.84 0.72 0.78 0.60 0.60 0.60 0.60 0.60 0.60

CS2 0.52 0.58 0.55 0.55 0.60 0.57 0.64 0.70 0.67

CS3 0.64 0.61 0.62 0.50 0.67 0.57 0.25 0.33 0.29

CS4 0.75 0.80 0.77 0.67 0.72 0.69 0.52 0.60 0.56

CS5 0.69 0.71 0.70 0.65 0.57 0.61 0.67 0.57 0.61

CS6 0.83 0.81 0.82 0.65 0.61 0.63 0.88 0.78 0.82

Three-class Class I 0.97 0.95 0.99 0.78 0.93 0.85 0.59 0.87 0.70

Class II 0.90 0.87 0.94 0.82 0.58 0.68 0.82 0.29 0.43

Class III 0.94 0.99 0.88 0.85 0.94 0.89 0.80 1.0 0.89

CS, cervical stage.

Table 5. Intraobserver agreement between the artificial intelligence (AI) model and two orthodontists (E.B. and N.M.)

Observer Six-class CVM classification Three-class CVM classification

E.B. & N.M. Kappa 0.50 Kappa 0.59

Weighted-kappa 0.70 Weighted-kappa 0.66

Percentage agreement 60.60% Percentage agreement 73.73%

AI & N.M. Kappa 0.40 Kappa 0.47

Weighted-kappa 0.65 Weighted-kappa 0.61

Percentage agreement 53.53% Percentage agreement 68.68%

AI & E.B. Kappa 0.34 Kappa 0.40

Weighted-kappa 0.59 Weighted-kappa 0.53

Percentage agreement 48.48% Percentage agreement 59.59%

CVM, cervical vertebral maturation.
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taset architecture was used in this study. ResNet was 
introduced as a residual learning framework by He et 
al.25 in 2015. This network can be used in specific tasks 
such as classification, segmentation, and object detec-
tion. The authors claimed that adding stack layers does 
not lead to better performance because of vanishing 
gradients. In contrast, to identify complex patterns, the 
network needs to be deeper. This problem has been 

solved by adding skip connections, and the skipped con-
nections perform identity mapping. The network can 
be optimized easier with lower complexity than a plain 
network. The architecture shown in Figure 4 is a ResNet 
consisting of several residual blocks, and each block is 
made by convolution and batch normalization layers 
followed by the rectified linear unit activation function. 
Successful applications of pretrained ResNet have been 

Figure 4. The structure of 
ResNet-101.
Conv, convolution; Avg, aver-
age. 
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widely reported in medical imaging tasks.26 
Data imbalance, which is defined as a skewed distri-

bution in a study’s classes, is a common phenomenon 
in medical data.27 An imbalanced dataset was one of 
the challenges faced in this study as there were only 
43 samples in CS1, but there were 228 samples in CS5. 
Different techniques were employed, including overs-
ampling and data augmentation, to overcome this 
challenge. The problem with imbalanced data in deep 
learning is that owing to the increased prior probability 
of classes with more samples, the samples of minority 
groups will be misclassified more often.28 Oversampling 
minority groups and undersampling majority groups is 
a common approach used to overcome this challenge at 
the data level.29

One of the main shortcomings of this study is that 
cropped images of ROIs were used for the classifica-
tion. Future works should try to propose an end-to-end 
framework. This can be achieved through a two-stage 
network that detects ROIs and then classifies samples. 
The other approach can be the classification of whole 
cephalograms using a single model. The classification 
accuracy of the model can be increased by feeding more 
labeled data. Furthermore, few-shot image classification 
approaches, which require only a few examples of each 
class, may help further improve the performance of such 
models.

CONCLUSION

In the current study, an AI model was developed, 
and it had fair accuracy in detecting the CVM stages 
and desirable accuracy in detecting the pubertal stages. 
Feeding more labeled data and using state-of-the-art 
approaches may enhance the model’s performance. Nev-
ertheless, the current model still needs improvement to 
enable its use in the clinical settings. Given the ongo-
ing enhancement in data quality, we believe that AI will 
provide efficient assistance to practicing dentists in the 
future.
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