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Abstract  

Rendering is widely used for visual effects in animations and movies. Although rendering is computing-

intensive, we observe that it accompanies heavy I/O because of large input data. This becomes technical 

hurdles for multi-node rendering performed on public cloud nodes. To reduce the overhead of data 

transmission in multi-node rendering, this paper analyzes the characteristics of rendering workloads, and 

presents the cooperative caching scheme for multi-node rendering. Our caching scheme has the function of 

synchronization between original data in local storage and cached data in rendering nodes, and the cached 

data are shared between multiple rendering nodes. We perform measurement experiments in real system 

environments and show that the proposed cooperative caching scheme improves the conventional caching 

scheme used in the network file system by 27% on average.  
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1. Introduction 

Rendering is becoming increasingly important in animations and movies to generate high-resolution images 

[1, 2, 3]. Rendering is performed by dedicated software, which consists of long computation processes [3, 4]. 

Specifically, in high resolution rendering, generating a single image frame often takes a full day or more. So, 

rendering is usually executed in high-end server systems. Recently, multi-node rendering by making use of 

public cloud nodes is attracting attention as rendering of each frame is an independent task [5, 6]. Concurrent 

rendering on multiple nodes can speed up the total rendering process significantly.  

Although rendering is computing-intensive, it uses large input data, which requires heavy I/O processes. 

Specifically rendering input data amount hundreds of GBs. Thus, if rendering is performed in cloud nodes, 

these large input data should be transmitted from local storage to the cloud rendering nodes first, which causes 

heavy network delay. Also, as rendering input data are updated frequently, this process should be performed 

continuously.  

Caching can be an efficient solution to cope with the large overhead of rendering data transmission [7]. 

When caching is used, copies of delivered data are maintained and will be used again if the same data are 

requested [8, 9]. However, caching in multi-node rendering is different from traditional caching used in the 
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network file system [10], which performs block-based caching and does not support cooperative caching [11, 

12]. Also, it is different from content caching or web caching that delivers the up-to-date version of data [16], 

as rendering should utilize the input data modified just before the current rendering process starts. This implies 

that cache consistency of rendering input data is more challenging than content caching as it depends on the 

start time of rendering.  

In this paper, we analyze the characteristics of rendering input data, and propose a version-aware cooperative 

caching scheme for multi-node rendering. Our caching scheme is implemented on a user-level file system [13] 

as follows. In local storage, we have implemented a file server that manages versions of rendering input data 

and performs synchronization. For cloud rendering nodes, we have implemented the rendering cache module, 

which checks the versions of the input data and fetches data from multiple rendering nodes. This allows for 

the minimization of data transmission latency in multi-node rendering. Specifically, our rendering cache 

module fetches input data from one of the peer rendering nodes if a valid version exists, and caches the data 

with the version information for reuse of the data between rendering nodes. To validate the efficiency of the 

proposed cooperative caching scheme, we conducted measurement studies. Experimental results showed that 

the proposed cooperative caching scheme outperforms the caching performed by the network file system by 

27% on average. 

 The remainder of this paper is organized as follows. Section 2 analyzes the workload characteristics of 

rendering input data and explains the proposed cooperative caching scheme for multi-node rendering. Section 

3 describes the experimental results through measurement for assessing the effectiveness of the proposed 

caching scheme. Finally, we conclude this paper in Section 4.  

 

2. The Cooperative Caching Scheme for Multi-Node Rendering  

We analyze the rendering workload characteristics of open movie projects [14]. Figure 2(a) shows the 

distributions of rendering input data with respect to the file size sorted in an ascending order. As shown in the 

  

Figure 1. A multi-node rendering architecture for cooperative caching. 

 



32                            Version-Aware Cooperative Caching for Multi-Node Rendering    
 

figure, most of input data are very small, but a limited number of large files exist, which are responsible for 

the most of the total input sizes. Figure 2(b) shows the distributions of rendering input data with respect to the 

reference count sorted in a descending order. As shown in the figure, the reference count of most input data is 

1, but a limited number of hot input files exist, which are responsible for the most of the total reference count. 

That is, references in rendering input data are extremely skewed such that a certain limited data are responsible 

for most of reference counts and file sizes whereas a majority of data are referenced only once and their size 

is very small.  

Based on this observation, we present a cooperative caching scheme for multi-node rendering. In our 

cooperative caching, local storage maintains the original rendering input data, and they are synchronized to 

rendering nodes when the rendering process starts. Since the local storage should check the modification of 

data before sending them, our file server at local storage manages rendering input data with their version 

information. In particular, a new version is created whenever input data are updated. The version information 

is snapshotted and delivered together to the rendering nodes when the rendering process starts. For data 

synchronization, instead of using the well-known rsync (remote sync) protocol, our caching scheme makes 

use of the version information of the data transferred. Note that rsync performs data synchronization to the 

  

(a) File size distribution (ascending order)  

 
(b) Reference count distribution (descending order) 

Figure 2. Distributions of rendering input data. 
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up-to-date version by comparing the time stamp of the data, whereas our synchronization is just performed by 

checking the version information of the data transferred upon the beginning of the rendering. 

To reduce the transmission overhead of rendering input data, a cache module is located at the rendering 

nodes. It will be a performance bottleneck if all rendering nodes get the input data from the local storage. Thus, 

our cache module performs cooperative caching between multiple rendering nodes, which supports 

modification-aware caching.  

When rendering process begins and input data are necessary, our cache module checks if the data exist in 

the cache. If then, the cache module checks whether the current version is valid. If the cached version is valid, 

it is used. Otherwise, the cache module tries to fetch valid input data from peer rendering nodes. The cache 

module fetches the input data from local storage if it fails to get the valid input data from peer nodes. Then, 

the fetched input data are maintained in the cache with its version information. Note that our cache module 

maintains cache data in a file unit to make use of version information of rendering input data efficiently.  

 

3. Experimental Results 

To assess the efficiency of the proposed caching scheme, we conduct measurement studies under real 

system environments. We run the open source rendering software Blender on AWS with the open rendering 

project introduced in Section 2 [14, 15]. For each rendering node, we use Intel Xeon E5-2620 v4 2.1GHz 

Eight-Core with 4GB main memory. The size of the storage cache for each node is set to 20GB. The network 

bandwidth between local storage and rendering nodes is 1.8MB/s on average. For comparison, we additionally 

measure the performance of the baseline scheme, which uses the conventional caching used in the network file 

system.  

Figure 3 compares the total execution time of the cooperative caching scheme and baseline as the number 

of rendering nodes increases. As we see in this figure, the execution time is reduced significantly as the number 

of rendering nodes increases. This is because rendering of each frame is an independent job, and thus 

concurrent executions can save the total execution time in proportion to the number of rendering nodes used. 

When comparing our caching scheme and baseline, our scheme outperforms baseline in all cases and the 

improved performance is 26% on average and up to 30%. Although baseline also has the caching ability, our 

caching scheme exhibits even better results as it performs cooperative caching among rendering nodes, which 

reduces the network transmission between local storage and rendering nodes connected by wide area networks. 

Also, our caching scheme saves the I/O operations in local storage, which may cause the performance 

 

Figure 3. Comparison of cooperative caching and baseline as the number of nodes is varied. 
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bottleneck in the overall rendering architecture. Another interesting observation is that the performance gap 

between the proposed scheme and baseline becomes large as the number of rendering nodes increases. This is 

because rendering nodes in our cooperative caching have more chances to retrieve the input data from peer 

nodes rather than the local storage in this case. It is also noteworthy that our cooperative caching performs 

better than the baseline scheme even though the number of nodes is one. This is because baseline performs 

instant per-block cache validation before the cached data are actually used, whereas our scheme does not 

perform such validations as it utilizes the version information of the files.  

To see the effectiveness of the proposed caching scheme under more realistic rendering processes, we 

perform rendering multiple times as the input data are updated and measure the total execution time. Figure 4 

shows the execution time of the proposed caching scheme compared to baseline. As we see in the figure, the 

proposed caching scheme outperforms baseline irrespective of the number of rendering nodes. The 

performance improvement is 28% on average and up to 33%. The performance improvement is slightly larger 

than the results of Figure 3, implying that our cooperative caching scheme is more effective as the input data 

are modified. This is because our caching scheme utilizes all cached data across multiple rendering nodes, 

which has the effect of reducing data transmission between local storage and rendering nodes further when the 

input data are modified.  

 

4. Conclusion  

Rendering is a computing-intensive process but we observed that it accompanies heavy I/O because of large 

input data, which becomes technical hurdles for multi-node rendering. In particular, sending large input data 

to rendering nodes increases the startup latency of rendering seriously. To reduce the overhead of data 

transmission in multi-node rendering, we analyzed the characteristics of rendering workloads, and presented 

the cooperative caching scheme for multi-node rendering. Our caching scheme has the function of 

synchronization between original data in local storage and the cached data in rendering nodes, and the cached 

data are shared between rendering nodes. We performed measurement experiments in real system 

environments and showed that the proposed cooperative caching scheme improves the conventional caching 

scheme of the network file system by 27% on average. As a future study, we plan to analyze the energy-saving 

effect of the proposed multi-node rendering with cooperative caching, which was not considered in this paper. 

 

 

Figure 4. Comparison of cooperative caching and baseline as rendering input data are modified. 
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