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Abstract 

 Recently, due to the development of related technologies for autonomous vehicles, driving work is changing 

more safely. However, the development of support technologies for level 5 full autonomous driving is still 

insufficient. That is, even in the case of an autonomous vehicle, the driver needs to drive through forward 

attention while driving. In this paper, we propose a method to monitor driving tasks by recognizing driver 

behavior. The proposed method uses pre-trained deep convolutional neural network models to recognize whether 

the driver's face or body has unnecessary movement. The use of pre-trained Deep Convolitional Neural Network 

(DCNN) models enables high accuracy in relatively short time, and has the advantage of overcoming limitations 

in collecting a small number of driver behavior learning data. The proposed method can be applied to an 

intelligent vehicle safety driving support system, such as driver drowsy driving detection and abnormal driving 

detection. 
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1. Introduction 

Vehicles are no longer just a means of transportation and are now becoming a living space. As such, safe 

driving of vehicles has become an essential element technology [1-3]. Element technologies for safe driving 

of vehicles include lane departure detection systems, forward collision detection systems, and rear vehicle 

detection systems, etc., [4-6]. Various technologies are being developed for the safety of vehicles, and even if 

they are installed in vehicles, drivers cannot drive without complete intervention in driving tasks. With the 

advent of autonomous vehicles, various vehicle driving support systems for intelligent vehicles are emerging. 

Various vehicle IT electronic products related to self-driving vehicle safety support are being commercially 

released and used to support safe driving [7-9]. An autonomous vehicle refers to a vehicle that can drive on its 

own without controlling a driver or passenger. Autonomous driving is classified into six stages according to 

the level of technology [10]. Currently, Level 2 (driver assistance) is being commercialized and mass-produced, 

and companies are continuously developing technologies that evolve beyond Level 3 (conditional automation). 

In order to achieve complete autonomous driving technology, artificial intelligence mounted on cars must be 

able to completely replace human driving ability.  

Technology development is underway in various ways to realize complete self-driving vehicles without the 

intervention of drivers' driving tasks, and vehicle manufacturers around the world are competing to achieve 
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complete self-driving vehicles. However, the realization of full autonomous driving of autonomous vehicles 

still has technical limitations, and currently, it is necessary to perform safe driving through indirect intervention 

of the driver while driving. As a result of analyzing the traffic accident status of some recently occurring 

autonomous vehicles, most accidents occurred without the driver's forward attention while activating the 

autonomous driving function. Self-driving vehicle manufacturers are also guiding that drivers should pay 

forward attention to driving tasks even if they activate self-driving functions in safety precautions. Traffic 

accidents of autonomous vehicles as shown in Figure 1 occur in cases such as misrecognition of the trucks 

ahead [11, 12]. 

 

  

Figure 1. Traffic accident due to misrecognition of self-driving vehicles 

 

Figure 2 shows the accident rate according to the activation of the automatic driving function suggested by 

the Tesla manufacturer [13]. As shown in Figure 2, the actual accident frequency is slightly lower with the 

automatic driving function than the driver's manual driving. However, the data only compares the accident rate 

on the highway, and if the results of city road driving are included, the accident rate due to the automatic 

driving function will be high. Nevertheless, it can be seen that safe driving support is possible by activating 

the automatic driving function of the vehicle, but it can be seen that the driver must still have a duty of forward 

attention while driving. 

 

 

Figure 2. Comparison of the average km of one traffic accident in the United States 

 

Due to the development of safe driving support technologies for vehicles and the expansion of traffic safety 

support infrastructure facilities worldwide, the incidence of vehicle traffic accidents is decreasing. Traffic 
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accidents are also decreasing in Korea, but the number of deaths and injuries from traffic accidents still exceeds 

200,000 every year. Figure 3 shows the current status of traffic accidents from 2018 to 2020 extracted from 

the traffic accident analysis system of the Korea Highway Traffic Authority and traffic accidents caused by 

violations of the law [14]. As shown in Figure 3, among the various causes of traffic accidents, the case caused 

by carelessness of car drivers was analyzed the highest. In Figure 3, the violation of the law, which has the 

highest frequency of accidents among traffic accidents, is the failure of the driver's duty to drive safely and 

securing the safety distance of the vehicle. Not all traffic accidents were caused by driver's negligence, but if 

the driver actively manipulated the car while driving, the frequency of traffic accidents could be reduced. 

 

 

Figure 3. Number of traffic accidents by year and status of violation of laws (Korea traffic accident 

analysis system) 

Therefore, this paper proposes a method for monitoring the presence or absence of abnormal behavior other 

than safe driving behavior of drivers while driving. The driver's driving work images are collected from the 

camera installed in the vehicle, labelled manually, and then learned using a deep convolution neural network 

(DCNN) [15,16]. The driver's seat of the vehicle is a narrow space, and the driver's movement while driving 

is relatively limited. Therefore, although the size of the driver's behavior is small, there are a wide variety of 

movements. For this reason, there is a difficulty in learning the driver's behavior normally and abnormally. 

When a large amount of driving manipulation images of various drivers was collected and used for DCNN 

learning, the accuracy of recognizing abnormalities in driver behavior may be increased. However, in reality, 

there is a limit to collecting a large amount of learning data. To overcome these limitations, DCNN models 

learned in advance in this paper are utilized. 

The concept of pre-training is not limited to the NLP field, but is used in various fields such as computer 

vision. The concept that emerges with pre-training is transfer learning, which focuses on storing knowledge 

while solving a problem, and utilizes it to solve different but related problems. If a neural network model has 

learned to recognize faces, it can be used to recognize eyes with it. In other words, it is used to pre-trained 

model that solves face recognition problems, and to solve eye recognition problems that are different but 

similar problems with pre-trained models. Neural networks have learning data and learning proceeds. The 

neural network extracts knowledge from the learning data, and the knowledge is stored as weights of the neural 

network. The weights of these neural networks can be extracted and transferred to other neural networks. So 

instead of learning new neural networks, it transfers learned characteristics. In this paper, there is also a 

limitation in collecting a large amount of driving work learning images of vehicle drivers. Thus, a large amount 

of learning data is constructed to derive driver behavior recognition results from a relatively small amount of 

driver task learning data using pre-trained models. 
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Previous researches [7-9] have proposed methods such as image-based driver face detection and eye 

detection, driver biometric analysis-based driver fatigue monitoring, and intensive monitoring of driving with 

eye tracking[17-19]. However, these methods are methods of analyzing the current state based on the extraction 

of the feature information of the image, and there is a limit to applying only at a specific point in time and a 

specific motion, so there is a limit to general application. In order to solve this problem, instead of analyzing 

feature information at a specific point in time, a method of extracting the most appropriate feature information 

using artificial intelligence technology in various scenarios using deep neural networks has recently been 

studied [20]. 

DCNN can be said to be a feature information extractor optimized from the output results provided for 

learning by combining functions such as multi-step feature information extraction, dimension reduction, and 

optimal feature information selection. In this paper, we obtain driving task images of driving drivers and label 

them for abnormal behavior using the ground-truth method. Then, the labelled driver driving task images are 

transfer-learned using the pre-trained DCNN models. The driver driving operation image is input to the DCNN 

models derived through such transfer learning to recognize whether the driver has abnormal behavior. Each 

recognition result output from each DCNN model is combined to derive a final recognition result. Safe vehicle 

driving will be realized by applying the proposed method to intelligent transportation systems. 
 

2. Proposed Method 

Figure 4 shows the processing flow of the learning process and the actual application process in the vehicle 

driving work images of the proposed method. For the learning of driving task images of pre-trained DCNN 

models, driving task images of a total of 4 drivers in two vehicles and driver monitoring learning images 

obtained from AI Hub [21] were used. CCD cameras were used for directly acquired learning images, and 

near-infrared cameras were used for AI Hub learning images. Several pre-trained DCNN models are used in 

the proposed method to learn whether or not the driver movement is abnormal in the images. Each pre-learned 

DCNN model is designed to have effectively recognizable neural network weight values for each class of 

objects to be distinguished from a large number of learning data. In our work, we leverage the advantages of 

neural networks of pre-trained DCNN models. As shown in Figure 4, a total of 8 pre-trained DCNN models 

are used to learn vehicle driver driving task images. The learning process computes the loss of the predictive 

labelling results output from the pre-trained DCNN model with the actual learning labels, as shown in Figure 

4(a). Then, we modify the weights of the pre-DCNNs while repeating the learning to reduce the loss predicted 

through the learning algorithm. In this way, DCNN networks learned with driver driving task learning images 

are generated. Predictive label results are derived by inputting to DCNN networks learned from the input image. 

As shown in Figure 4(b), the predictive labels output from each DCNN and the accuracy of the verification 

data in the DCNN learning process are calculated as weights and recognized as driver abnormal behavior when 

above the threshold. 
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(a) 

 
(b) 

Figure 4. Flow of the proposed learning process and experimental process 

 

In order to monitor the abnormal behavior of the driver, a large amount of driving task learning images is 

required. It is possible to extract and analyses unique feature information on driver behavior during driving 

from learning images, and set criteria for determining abnormal behavior patterns and normal behavior patterns. 

It is difficult to collect a large amount of learning images while driving various drivers. In addition, insufficient 

training data required for learning in DCNN creates an overfitting problem for the learning data given by the 

learning process. To solve this problem, we apply a pre-trained DCNN model. The transfer learning is a model 

built using a large amount of learning data, and has the advantage of being able to effectively express features 

even if a small amount of learning data is used. In the proposed method, we use a transfer learning generated 

through a pre-trained model, and then fine-tune the learning parameters through an error back-propagation 

method. Effective fine tuning is possible by providing better initial values than newly initialized DCNN 

learning with the use of pre-trained DCNN models. 

Figure 5 shows the processing performed for learning driving task images. Learning images are used by 

normal and abnormal labels, and an image augmentation process is applied to increase the number of learning 

data. Augmentation of the learning image generates a larger number of learning images through color change, 

rotation, and pixel movement of the learning image and is used for learning. When labelling learning images, 

the driver's abnormal behavior is when the driver's gaze is not looking at the steering wheel or the front, but 

looking left, right, up and down. And, when the head, shoulders, and hands moved excessively, it was 

determined as abnormal behavior. However, the illumination inside the vehicle is very low in the night driving 

image, so there is a limit to recognizing behavior in the CCD image. 
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Figure 5. Flowchart of the proposed driver abnormal behavior monitoring method 

 

3. Experimental Results 

In order to obtain an image containing a driver while driving, an indoor driver image (QHD 2560×1440) 

was obtained using a total of two vehicle black boxes (fine view X3000 channels). At this time, the automatic 

color and brightness correction function of the black box was set to off. In addition, driver state information 

images provided by AI Hub (AI Hub, 2022) were also used as learning data. The learning images used in the 

experiment were collected by adjusting various angles and positions in vehicle dashboards, windows, and 

instrument panels. However, the image acquisition camera was acquired at an angle and position facing the 

driver. The PC environment used in the experiment was performed with Matlab in the MS Windows 10 OS 

environment (3.2GHz Hexa Core, 128GB, GPU 3060 ti 8G). Table 1 shows the driving task images of the 

vehicle driver used for learning the proposed method. If the steering wheel portion or the driver's hand and 

arm overlap more than 50% in the image collected due to steering wheel manipulation while driving the vehicle, 

it was excluded from the learning data labelling. 

 

Table 1. Learning images for experiment 

Experiment sets 
No. of image 

(normal/abnormal) 
Obtained Times Locations 

#1 500/300 Morning Highway 

#2 500/200 Afternoon City 

#3 500/150 Sunset Highway 

AI Hub [21] 2473/2064 - - 

 

Figure 6 shows images of normal and abnormal behavior during driver driving tasks used in the experiment. 

The experimental images used for learning were images acquired while driving the experimental driver and 

driver monitoring data shared by AI Hub [21]. 
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(a) normal behavior (b) abnormal behavior 

Figure 6. Sample images used for training 

 

In the proposed method, in order to select a transfer learning model that offers high classification accuracy 

and low loss rate, an experiment was conducted by combining various learning parameters for various pre-

training models. There are a total of 8 transfer learning models used in the experiment, and squeezenet, 

googlenet, resnet18, mobilenetv2, resnet50, resnet101, inceptionv3, and inceptionresnetv2 are used [22,23]. 

Table 2 is the size of the input image used by the pre-trained model. 

 

Table 2. Input image sizes of pre-trained models 

DCNN Models Input Size 

Squeezent 227×227×3 

Googlenet, Resnet18, Mobilenetv2, Resnet50, Resnet101 224×224×3 

Inceptionv3, Inceptionresnetv2 299×299×3 

 

Table 3 shows the results of experiments in which learning was conducted using various learning 

parameters in a pre-learned model. To minimize the loss of the predicted labels from the pre-trained DCNN 

model, we use the Stochastic Gradient Descent with Momentum optimization function in our learning 

algorithm to modify the weights of the DCNNs. It is necessary to set parameters of a learning algorithm for 

generating a neural network model for driver monitoring recognition using pre-trained DCNN models. The 

initial learning rate was 0.001, the learning cycle was 50, and the mini-batch size was 16 and 32, respectively. 

For learning using a pre-learned model, learning was conducted by setting the ratio of learning data and 

verification data at a ratio of 8:2.  

As a result of learning, it may be possible to see a difference in verification accuracy according to the size 

of the mini-batch among the learning parameters. Experiments are conducted by selecting a pre-trained DCNN 

model with high verification accuracy for driver behavior recognition. In addition, in the case of 

Inceptionresnetv2 pre-trained model, an error occurred as a result of the experiment by setting the training 

parameter with a mini-batch size of 32. The experiment could not be conducted due to the memory excess of 

the GPU used in the experiment.  
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Table 3. Training results using pre-trained DCNN models 

 

In the learning results of the DCNN models of Table 3, verification accuracy is used as a weight when 

calculating the final recognition result. In the proposed method, multi DCNNs are used to finally recognize 

whether the driver's driving task is abnormal behavior. As a result of the DCNN learned from the input image, 

a prediction label and a score are output. This score is a measure of how close the input image is to the 

prediction label. Therefore, each score of the driver abnormal behavior label result of each DCNN model in 

the input image is multiplied by the DCNN verification accuracy and normalized to a value between [0 1]. 

And, if the average of each normalized result is 0.5 or more, it is finally recognized as an abnormal behavior 

image. Figure 6 shows the results of verification accuracy and loss per learning cycle of inceptionv3 DCNN, 

which has the highest verification accuracy among pre-learned DNCC models. 

 

 
Figure 6. Training progress plots of accuracy and loss rate per epoch of inceptionv3 

DCNN model 

DCNN Models 
MiniBatch 

Sizes 
Training Loss 

Validation 

Accuracy(%) 

Validation 

Loss 

Training 

Time(hh:mm:ss) 

Squeezenet 16 1.7366e-5 84.4493 2.8857 42:16 

Googlenet 16 2.9292e-5 85.3304 2.5611 43:50 

Resnet18 16 0.0001 81.9163 2.2113 58:25 

Mobilenetv2 16 1.8633e-5 82.3568 1.9090 59:52 

Resnet50 16 8.7917e-5 75.5286 2.4685 58:37 

Resnet101 16 5.0514e-6 71.3436 3,6183 01:09:23 

Inceptionv3 16 2.7845e-5 90.7269 1.4114 01:07:43 

Inceptionresnetv2 16 0.0003 80.9251 1.4983 03:34:11 

Squeezenet 32 1.1365e-5 79.9339 4.52987 24:06 

Googlenet 32 1.1875e-5 79.6035 3.8039 29:25 

Resnet18 32 7.0778e-6 77.6211 2.8593 24:40 

Mobilenetv2 32 0.0002 83.0176 2.0420 43:04 

Resnet50 32 6.4593e-6 79.2731 2.3729 43:20 

Resnet101 32 0.0004 83.3480 1.3845 57:44 

Inceptionv3 32 0.0001 84.8899 1.6556 01:12: 29 

Inceptionresnetv2 32 NA NA NA NA 
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Table 4 is a confusion matrix that shows the recognition results of driver driving task images using 

verification data using the learned inceptionv3 DCNN model. In the case of normal behavior of the driver, 

recognition accuracy was high because most of them stared straight ahead. However, in the case of abnormal 

behavior of the driver (phone call, yawning, hand movement, excessive head movement, etc.), the recognition 

accuracy was relatively low. The cause is a lack of learning data for various driver behaviors. 

 

Table 4. Confusion matrix results of driver behavior recognition using Inceptionv3 DCNN 

Class Normal Abnormal 

Normal 92% 8% 

Abnormal 13% 87% 

 

As a result of experimenting with the proposed method, on average, about 86%. The above accuracy was 

presented, and the recognition speed took about 1.2 seconds. Figure 7 shows the results of determining whether 

there is an abnormal behavior in the driver's driving image acquired in a new environment. In the case of 

misdiagnosed case, the forward gaze was focused, but the situation was not used for learning, such as errors 

due to cell phone gaze or spectacle light reflection, and misidentified as normal behavior. 

 

Figure 7. Results of error in recognizing the behavior of the driver in the proposed method. (a) It's 

normal, but it's recognized as abnormal, (b) It's abnormal, but it's recognized as normal 

4. Conclusions 

In this paper, we propose a monitoring method to determine whether the driver's attention is focused on 

driving. In the proposed method, the transfer leaning of normal and abnormal driver behavior is performed in 

advance, and a driver behavior discrimination model is generated using a deep neural network. In order to 

select the optimal transfer learning model, various learning parameters were applied to the experiment to select 

a transfer learning model with the accuracy of determining the abnormal behavior of the driver and minimizing 

the learning loss. If the driver's behavior while driving the vehicle occurs within a limited range, there was a 

case of misinterpretation of abnormal behavior due to the difference in illuminance due to the image acquired 

from the vehicle inside. In future research, we intend to study a method to additionally utilize the driver's 

posture estimation characteristic information in the input image to improve accuracy. 
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