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Abstract. Let $u$ be a function on a locally finite graph $G=(V, E)$ and $\Omega$ be a bounded subset of $V$. Let $\varepsilon>0, p>2$ and $0 \leq \lambda<\lambda_{1}(\Omega)$ be constants, where $\lambda_{1}(\Omega)$ is the first eigenvalue of the discrete Laplacian, and $h: V \rightarrow \mathbb{R}$ be a function satisfying $h \geq 0$ and $h \not \equiv 0$. We consider a perturbed Yamabe equation, say

$$
\begin{cases}-\Delta u-\lambda u=|u|^{p-2} u+\varepsilon h, & \text { in } \quad \Omega \\ u=0, & \text { on } \quad \partial \Omega\end{cases}
$$

where $\Omega$ and $\partial \Omega$ denote the interior and the boundary of $\Omega$, respectively. Using variational methods, we prove that there exists some positive constant $\varepsilon_{0}>0$ such that for all $\varepsilon \in\left(0, \varepsilon_{0}\right)$, the above equation has two distinct solutions. Moreover, we consider a more general nonlinear equation

$$
\begin{cases}-\Delta u=f(u)+\varepsilon h, & \text { in } \quad \Omega, \\ u=0, & \text { on } \quad \partial \Omega,\end{cases}
$$

and prove similar result for certain nonlinear term $f(u)$.

## 1. Introduction

In a series of works [8-10], Grigor'yan, Lin and Yang solved several discrete differential equations, say the Yamabe equation, the Kazdan-Warner equation and the Schrödinger equation, by finding critical points for various functionals. Their main contribution is to establish a functional framework on graphs, through which a direct method of variation, the mountain-pass theorem, and the principle of upper-lower solutions are applied. Recently, the research in this field has received great interests. Inspired by [10], Zhang-Zhao [22] obtained nontrivial solutions to certain nonlinear Schrödinger equation on locally finite graphs. Similar problem on infinite metric graphs were discussed by AkdumanPankov [2]. The Kazdan-Warner equation was generalized by Keller-Schwarz [15] to canonically compactifiable graphs, and by Ge-Jiang [6] to certain infinite

[^0]graph. For other related works, we refer the reader to $[7,11,12,14,17-19,21]$ and the references therein.

In this paper, we concern multiplicity of solutions to a perturbed Yamabe equation on graphs. Similar topic was studied by Grigor'yan, Lin and Yang [10] on the Schrödinger equation, by Liu and Yang [16] on the Kazdan-Warner equation, and by Hou [13] on the bi-Laplacian equation. Earlier results on Euclidean space are referred to $[1,4,5,20]$. To state our results, we recall some definitions on graphs. Let $G=(V, E)$ be a graph, where $V$ denotes the vertex set and $E$ denotes the edge set. $\Omega$ is said to be a domain if it is a connected subset of $V$. Throughout this paper, we always assume that $G$ satisfies the following conditions (a)-(d) and $\Omega$ is a domain satisfying the condition (e).
(a) (Locally finite) For any $x \in V$, there exist only finite vertices $y \in V$ such that $x y \in E$.
(b) (Connected) For any $x, y \in V$, there exist finite edges connecting $x$ and $y$.
(c) (Symmetric weight) For any $x, y \in V$, let $\omega: V \times V \rightarrow \mathbb{R}$ be a positive symmetric weight, i.e., $\omega_{x y}>0$ and $\omega_{x y}=\omega_{y x}$.
(d) (Positive finite measure) $\mu: V \rightarrow \mathbb{R}^{+}$defines a positive finite measure on a graph $G$.
(e) (Bounded domain) For any two vertices $x, y \in \Omega$, the distance $d(x, y)$ is uniformly bounded from above, where $d(x, y)$ is defined as the minimal number of edges which connect $x$ and $y$.
For any function $u: V \rightarrow \mathbb{R}$, the $\mu$-Laplacian of $u$ at any vertex $x$ is defined by

$$
\triangle u(x)=\frac{1}{\mu(x)} \sum_{y \sim x} \omega_{x y}(u(y)-u(x))
$$

where $y \sim x$ means $x y \in E$. The associated gradient form of two functions $u$ and $v$ at any vertex $x$ reads

$$
\Gamma(u, v)(x)=\frac{1}{2 \mu(x)} \sum_{y \sim x} \omega_{x y}(u(y)-u(x))(v(y)-v(x))
$$

For our convenience, we write $\Gamma(u)(x)=\Gamma(u, u)(x)$, and denote the length of the gradient

$$
|\nabla u|(x)=\sqrt{\Gamma(u)(x)}=\left(\frac{1}{2 \mu(x)} \sum_{y \sim x} \omega_{x y}(u(y)-u(x))^{2}\right)^{\frac{1}{2}}
$$

For any function $h: V \rightarrow \mathbb{R}$, the integral of $h$ on a bounded domain $\Omega$ is denoted by

$$
\int_{\Omega} h d \mu=\sum_{x \in \Omega} \mu(x) h(x) .
$$

We consider the following perturbed Yamabe equation

$$
\begin{cases}-\Delta u-\lambda u=|u|^{p-2} u+\varepsilon h, & \text { in } \quad \Omega,  \tag{1}\\ u=0, & \text { on } \quad \partial \Omega,\end{cases}
$$

where $\partial \Omega=\{y \in V, y \notin \Omega: \exists x \in \Omega$ such that $x y \in E\}$ denotes the boundary of $\Omega, \varepsilon$ is a positive real number, $h: V \rightarrow \mathbb{R}$ is a function, and $\lambda_{1}(\Omega)$ is the first eigenvalue of the $\mu$-Laplacian with respect to Dirichlet boundary condition, which is defined by

$$
\begin{equation*}
\lambda_{1}(\Omega)=\inf _{u \neq 0,\left.u\right|_{\partial \Omega}=0} \frac{\int_{\Omega \cup \partial \Omega}|\nabla u|^{2} d \mu}{\int_{\Omega} u^{2} d \mu} \tag{2}
\end{equation*}
$$

According to [16], $L^{p}(\Omega)$ on graphs is defined by

$$
L^{p}(\Omega)=\left\{u: \Omega \rightarrow \mathbb{R},\|u\|_{L^{p}(\Omega)}<+\infty\right\}, 1 \leq p \leq \infty
$$

where the norm of $u \in L^{p}(\Omega)$ is defined by

$$
\|u\|_{L^{p}(\Omega)}= \begin{cases}\left(\sum_{x \in \Omega} \mu(x)|u(x)|^{p}\right)^{\frac{1}{p}}, & 1 \leq p<\infty \\ \max _{x \in \Omega}|u(x)|, & p=\infty\end{cases}
$$

Grigor'yan et al. [8] defined the Sobolev space $W_{0}^{1,2}(\Omega)$ and its norm on graphs by

$$
\begin{equation*}
W_{0}^{1,2}(\Omega)=\left\{u: \Omega \rightarrow \mathbb{R}|u|_{\partial \Omega}=0, \int_{\Omega \cup \partial \Omega}|\nabla u|^{2} d \mu<+\infty\right\} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u\|_{W_{0}^{1,2}(\Omega)}=\left(\int_{\Omega \cup \partial \Omega}|\nabla u|^{2} d \mu\right)^{\frac{1}{2}} \tag{4}
\end{equation*}
$$

In fact, $W_{0}^{1,2}(\Omega)$ is exactly a finite dimensional linear space since the bounded domain $\Omega$ only contains finite vertexes. Without loss of generality, we may assume $\Omega=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, then $W_{0}^{1,2}(\Omega)=\mathbb{R}^{n}$, and the norm (4) is equivalent to $\left(\int_{\Omega \cup \partial \Omega}|\nabla u|^{2} d \mu+\int_{\Omega} u^{2} d \mu\right)^{\frac{1}{2}}$, which is the traditional norm of Sobolev space $W_{0}^{1,2}(\Omega)$.

Obviously, $W_{0}^{1,2}(\Omega)$ is a Hilbert space with the inner product

$$
\langle u, v\rangle=\int_{\Omega \cup \partial \Omega} \Gamma(u, v) d \mu, \quad \forall u, u \in W_{0}^{1,2}(\Omega)
$$

Set $\mathcal{H}(\Omega)$ as the dual space of the $W_{0}^{1,2}(\Omega)$ with the norm

$$
\|h\|_{\mathcal{H}(\Omega)}=\sup _{\|u\|_{W_{0}^{1,2}(\Omega)} \leq 1}\left|\int_{\Omega} h u d \mu\right|, \quad \forall h \in \mathcal{H}(\Omega) .
$$

Because the Hilbert space is reflexive, by Riesz representation theorem, $W_{0}^{1,2}(\Omega)$ is equivalent to $\mathcal{H}(\Omega)$ in the sense of isomorphism. That is to say, ignoring their concrete contents, $W_{0}^{1,2}(\Omega)$ and $\mathcal{H}(\Omega)$ can be regarded as the same abstract
space without distinction. What's interesting about the graph is that they are all Euclidean space $\mathbb{R}^{n}$. Now we are ready to state our first result.

Theorem 1.1. Let $G=(V, E)$ be a graph satisfies conditions (a)-(d), $\Omega$ be a connected domain satisfies $(\mathrm{e})$ with $\Omega \neq \emptyset, \lambda_{1}(\Omega)$ is defined by (2). Suppose that $h \in \mathcal{H}(\Omega)$ satisfies $0 \leq h(x) \not \equiv 0$ for all $x \in \Omega$. Then for any $0 \leq \lambda<\lambda_{1}(\Omega)$ and $p>2$, there exists a constant $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right)$, (1) has two distinct strictly positive solutions.

We also consider a more general case of (1), which is the following perturbed Dirichlet boundary value problem

$$
\begin{cases}-\Delta u=f(u)+\varepsilon h, & \text { in } \quad \Omega,  \tag{5}\\ u=0, & \text { on } \quad \partial \Omega .\end{cases}
$$

As we make the equation more general, our theorem condition becomes correspondingly more stronger, which is the following theorem that we get here.

Theorem 1.2. Let $G=(V, E)$ be a graph satisfies (a)-(d), $\Omega$ be a connected domain satisfies (e) with $\Omega \neq \emptyset, \lambda_{1}(\Omega)$ is defined by (2). Suppose that $h \in \mathcal{H}(\Omega)$ satisfies $0 \leq h(x) \not \equiv 0$ for all $x \in \Omega$. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a function satisfying the following conditions:
$\left(H_{1}\right) f(s)$ is continuous with respect to $s$. For any $s \in[0,+\infty)$ there always holds $f(s) \geq 0$ and $f(0)=0$;
$\left(H_{2}\right)$ for any fixed $L>0$, there exists a constant $M_{L}$ such that $\max _{s \in[0, L]} f(s)$ $\leq M_{L}$;
$\left(H_{3}\right)$ there exists a constant $q>2$ such that for any $s \geq 0$, it holds

$$
0<F(s)=\int_{0}^{s} f(t) d t \leq \frac{s f(s)}{q}
$$

$\left(H_{4}\right) \lim \sup _{s \rightarrow 0^{+}} 2 F(s) / s^{2}<\lambda_{1}(\Omega)$.
Then there exists a constant $\varepsilon_{1}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{1}\right)$, (5) has two distinct strictly positive solutions.

Following the lines of $[10,13]$, we prove Theorems 1.1 and 1.2 by employing the mountain-pass theorem, which is studied by Ambrosetti-Rabinowitz [3], and a direct method of variation. Compared with $[10,13]$, where the Schrödinger equation and the bi-Laplacian equation were studied respectively, our results are nontrivial extensions. In this paper, we only care about the multiple solutions of the perturbed Yamabe equation on graphs, and the general solvable problem of the Yamabe equation on graphs is not discussed. Furthermore, we do not distinguish sequence and its subsequence.

The remaining parts of this paper are organized as follow: In Section 2, we give the Sobolev embedding theorem on a locally finite graph and the variational form of the equation under the functional framework. Then we introduce the mountain-pass theorem and the weak solution of the equation, then prove
that the solution is strictly positive. In Section 3, we use the variational methods to prove Theorem 1.1 by two steps. And then Theorem 1.2 is proved in Section 4.

## 2. Preliminary analysis

In this section, we review some important facts on graphs.

### 2.1. Sobolev embedding theorem

For any function $u: V \rightarrow \mathbb{R}$ on a graph, we assert that it maps to an exact finite real number for every vertex on the graph. Thus, if $G=(V, E)$ is a graph satisfies (a)-(d) and $\Omega \subset V$ is a bounded connected domain, then there are only finite vertexes in domain $\Omega$ and we can simplify (3) by

$$
W_{0}^{1,2}(\Omega)=\left\{u: \Omega \rightarrow \mathbb{R}|u|_{\partial \Omega}=0\right\}
$$

since $\int_{\Omega \cup \partial \Omega}|\nabla u|^{2} d \mu<+\infty$ is held for the bounded domain $\Omega$. To better illustrate the properties of $W_{0}^{1,2}(\Omega)$ and to be used by variational methods, we recall the following Sobolev embedding theorem. It is not difficult for reader to prove the under lemma. For the details of the proof, we refer the reader to [8].
Lemma 2.1 (Sobolev embedding theorem). Let $G=(V, E)$ be a graph satisfies (a)-(d), $\Omega$ be a connected domain satisfies (e) with $\Omega \neq \emptyset$. Then $W_{0}^{1,2}(\Omega)$ is compactly embedded into $L^{q}(\Omega)$ for all $1 \leq q \leq+\infty$. Namely, there exists a constant $C$ only depending on $q$ and $\Omega$ such that for all $1 \leq q \leq+\infty$ and for all $u \in W_{0}^{1,2}(\Omega)$

$$
\begin{equation*}
\|u\|_{L^{q}(\Omega)} \leq C(q, \Omega)\|u\|_{W_{0}^{1,2}(\Omega)} . \tag{6}
\end{equation*}
$$

Moreover, $W_{0}^{1,2}(\Omega)$ is a pre-compact and reflexive Hilbert space, so for any bounded sequence $\left\{u_{k}\right\} \subset W_{0}^{1,2}(\Omega)$, there exists some $u \in W_{0}^{1,2}(\Omega)$ such that up to a subsequence,

$$
\left\{\begin{array}{l}
u_{k} \rightarrow u \quad \text { in } W_{0}^{1,2}(\Omega), \\
u_{k} \rightarrow u \text { in } L^{q}(\Omega), \forall q \in[1,+\infty] \\
\int_{\Omega} h u_{k} d \mu \rightarrow \int_{\Omega} h u d \mu, \forall h \in \mathcal{H}(\Omega) .
\end{array}\right.
$$

### 2.2. Mountain-pass theorem

Define

$$
\begin{gather*}
J_{\epsilon}(u)=\frac{1}{2} \int_{\Omega \cup \partial \Omega}|\nabla u|^{2} d \mu-\frac{\lambda}{2} \int_{\Omega} u^{2} d \mu-\frac{1}{p} \int_{\Omega}|u|^{p} d \mu-\varepsilon \int_{\Omega} h u d \mu  \tag{7}\\
J_{f}(u)=\frac{1}{2} \int_{\Omega \cup \partial \Omega}|\nabla u|^{2} d \mu-\int_{\Omega} F(u) d \mu-\varepsilon \int_{\Omega} h u d \mu \tag{8}
\end{gather*}
$$

as the variational forms of (1) and (5), respectively. It's clear that $W_{0}^{1,2}(\Omega)$ under the form (4) is a Banach space, thus $J_{\epsilon}(u)$ and $J_{f}(u)$ are the functionals
of $\left(W_{0}^{1,2}(\Omega),\|\cdot\|\right)$. Next we give the mountain-pass theorem, which comes from [8] directly.

Lemma 2.2 (Mountain-pass theorem [3]). Let $(X,\|\cdot\|)$ be a Banach space, $J \in C^{1}(X, \mathbb{R}), e \in X$ and $r>0$, which satisfy $\|e\|>r$ and

$$
b=\inf _{\|u\|=r} J(u)>J(0) \geq J(e)
$$

If $J$ satisfies the $(P S)_{c}$ condition with $c=\min _{\gamma \in \Gamma} \max _{t \in[0,1]} J(\gamma(t))$, where

$$
\Gamma=\{\gamma \in C([0,1], X): \gamma(0)=1, \gamma(1)=e\}
$$

then $c$ is a critical value of $J$.
The mountain-pass theorem is a method to find the critical point of the functional satisfying the $(P S)_{c}$ condition. As for the $(P S)_{c}$ condition, we refer the reader to [10], namely, if $\left\{u_{k}\right\} \subset X$ and satisfy $J\left(u_{k}\right) \rightarrow c$ and $J^{\prime}\left(u_{k}\right) \rightarrow 0$, then there exists some $u \in X$ such that up to a subsequence, $u_{k} \rightarrow u$ in $X$. In Section 3 and Section 4, we will see $J_{\epsilon}(u)$ and $J_{f}(u)$ satisfy the $(P S)_{c}$ condition. Hence we can use Lemma 2.2 to find the critical points of $J_{\epsilon}(u)$ and $J_{f}(u)$ when we find the multiple solutions of perturbed Yamabe equation.

### 2.3. Weak solution

Now we define the weak solution of the equation (1).
Definition 2.3. If $u \in W_{0}^{1,2}(\Omega)$ holds that
(9) $\int_{\Omega \cup \partial \Omega} \Gamma(u, \phi) d \mu-\lambda \int_{\Omega} u \phi d \mu=\int_{\Omega}|u|^{p-2} u \phi d \mu+\varepsilon \int_{\Omega} h \phi d \mu, \forall \phi \in W_{0}^{1,2}(\Omega)$,
then $u$ is called a weak solution of the equation (1).
Next we introduce an important fact.
Proposition 2.4. If $u \in W_{0}^{1,2}(\Omega)$ is a weak solution of the equation (1), then $u$ is also a point-wise solution of the equation (1).
Proof. Since $u \in W_{0}^{1,2}(\Omega)$ is a weak solution of the equation (1), from (9) we can get
(10) $-\int_{\Omega} \Delta u \phi d \mu-\lambda \int_{\Omega} u \phi d \mu=\int_{\Omega}|u|^{p-2} u \phi d \mu+\varepsilon \int_{\Omega} h \phi d \mu, \forall \phi \in W_{0}^{1,2}(\Omega)$.

For any fixed $x_{0} \in \Omega$, take a test function $\phi: \Omega \rightarrow \mathbb{R}$ in (10) as

$$
\phi(x)= \begin{cases}1, & x=x_{0} \\ 0, & x \neq x_{0}\end{cases}
$$

We have

$$
-\Delta u\left(x_{0}\right)-\lambda u\left(x_{0}\right)=\left|u\left(x_{0}\right)\right|^{p-2} u\left(x_{0}\right)+\varepsilon h\left(x_{0}\right) .
$$

Since $x_{0}$ is arbitrary, then the proposition is proved.

As the same way, we can also define the weak solution of the equation (5) by analogy. And choosing the same test function can prove that Proposition 2.4 holds for equation (5). From now on, we only need to find the weak solution in the functional framework other than the point-wise solution, which only needs to find critical point of the functional.

### 2.4. Strictly positive solution

In this part, we will prove that if $u \in W_{0}^{1,2}(\Omega)$ is a nontrivial weak solution, then it is a strictly positive weak solution.

For the equation (1), inspirited by $[1,5,20]$, we let

$$
u^{+}=\max \{u, 0\}, \quad u^{-}=\min \{u, 0\} .
$$

Suppose $u \in W_{0}^{1,2}(\Omega)$ is a nontrivial weak solution of the following equation

$$
\begin{equation*}
-\Delta u-\lambda u=\left(u^{+}\right)^{p-1}+\varepsilon h . \tag{11}
\end{equation*}
$$

Then we take $u^{-}$as the test function of (11) and have

$$
-\int_{\Omega} u^{-} \Delta u d \mu-\lambda \int_{\Omega} u u^{-} d \mu=\int_{\Omega}\left(u^{+}\right)^{p-1} u^{-} d \mu+\varepsilon \int_{\Omega} h u^{-} d \mu .
$$

Noting that $u^{+} u^{-}=0, u^{-} u=\left(u^{-}\right)^{2}$ and $u=u^{+}+u^{-}$, we get

$$
\begin{equation*}
-\int_{\Omega} u^{-} \Delta u^{+} d \mu-\varepsilon \int_{\Omega} h u^{-} d \mu \leq \frac{\lambda-\lambda_{1}(\Omega)}{\lambda_{1}(\Omega)} \int_{\Omega \cup \partial \Omega}\left|\nabla u^{-}\right|^{2} d \mu \tag{12}
\end{equation*}
$$

However,

$$
\begin{aligned}
-\int_{\Omega} u^{-} \Delta u^{+} d \mu & =-\sum_{x \in \Omega} \mu(x) u^{-}(x)\left(\frac{1}{\mu(x)} \sum_{y \sim x} w_{x y}\left(u^{+}(y)-u^{+}(x)\right)\right) \\
& =-\sum_{x \in \Omega} \sum_{y \sim x} w_{x y} u^{-}(x) u^{+}(y) \geq 0 .
\end{aligned}
$$

In view of $h(x) \geq 0$ and $u^{-}(x) \leq 0$ for any $x \in \Omega$, together with $0 \leq \lambda<\lambda_{1}(\Omega)$ we have $\int_{\Omega \cup a \Omega}\left|\nabla u^{-}\right|^{2} d \mu=0$ in (12), which implies that $u^{-} \equiv 0$. Thus we obtain $u(x) \geq 0$ for all $x \in \Omega$ and the equation (11) is equivalent to

$$
\begin{cases}-\Delta u-\lambda u=|u|^{p-2} u+\varepsilon h, & \text { in } \Omega,  \tag{13}\\ u \geq 0, & \text { in } \Omega, \\ u=0, & \text { on } \partial \Omega .\end{cases}
$$

That is to say, if $u \in W_{0}^{1,2}(\Omega)$ is a nontrivial weak solution of (11), then it's also the nontrivial weak solution of (13). Now we claim that $u(x)>0$ for all $x \in \Omega$. To prove this, by contradiction, suppose there exists some $x_{0}$ such that $u\left(x_{0}\right)=\min _{x \in \Omega} u(x)=0$, then insert it into the equation (13). On the one hand, we have $-\Delta u\left(x_{0}\right)=\varepsilon h\left(x_{0}\right) \geq 0$. On the other hand, it's obvious that $\Delta u\left(x_{0}\right) \geq 0$ since $x_{0}$ is the minimum vertex. From these it follows that $\Delta u\left(x_{0}\right)=0$. Noting that $\Omega$ is a connected bounded domain, it implies that $u(y)=u\left(x_{0}\right)=0$ for all $y \sim x_{0}$, and $u(x)=0$ for all $x \in \Omega$. Finally, this leads to $u \equiv 0$ in (13). That would be contradict with the fact that $u$ is a nontrivial
weak solution. Thus we have proved that if $u \in W_{0}^{1,2}(\Omega)$ is a nontrivial weak solution of (1), then it is a strictly positive weak solution.

As for the equation (5), we have the same conclusion. Assume that $f(s) \equiv$ 0 if $s<0$, hence we let

$$
\tilde{f}(s)= \begin{cases}0, & f(s)<0 \\ f(s), & f(s) \geq 0\end{cases}
$$

Suppose $u \in W_{0}^{1,2}(\Omega)$ is the weak solution of the following equation

$$
\begin{equation*}
-\Delta u=\tilde{f}(u)+\varepsilon h \tag{14}
\end{equation*}
$$

Take $u^{-}=\min \{u, 0\}$ as the test function of (14), and then

$$
-\int_{\Omega} u^{-} \Delta u d \mu=\int_{\Omega} \tilde{f} u^{-} d \mu+\varepsilon \int_{\Omega} h u^{-} d \mu .
$$

Noting that $u=u^{+}+u^{-}$, we have

$$
0 \leq \int_{\Omega \cup \partial \Omega}\left|\nabla u^{-}\right|^{2} d \mu=\int_{\Omega} \tilde{f}(u) u^{-} d \mu+\varepsilon \int_{\Omega} h u^{-} d \mu+\int_{\Omega} u^{-} \Delta u^{+} d \mu \leq 0 .
$$

Then we have $\int_{\Omega \cup \partial \Omega}\left|\nabla u^{-}\right|^{2} d \mu=0$. It follows that $u^{-} \equiv 0$. Thus we obtain $u(x) \geq 0$ for all $x \in \Omega$. Then we have $f(u) \geq 0$ since $f$ satisfies $\left(H_{1}\right)$. Thus $\tilde{f}(u)=f(u)$, which implies our assumption is true. Therefore, the function (14) is equivalent to

$$
\begin{cases}-\Delta u=f(u)+\varepsilon h, & \text { in } \quad \Omega \\ u \geq 0, & \text { in } \Omega, \\ u=0, & \text { on } \partial \Omega\end{cases}
$$

Through the same analysis as above, with $\left(H_{1}\right)$, we get the same contradiction. It is not difficult for the reader to prove the contradiction, and we omit this part of the proof.

## 3. Proof of Theorem 1.1

In this section, we use Lemma 2.1 and Lemma 2.2 to prove Theorem 1.1 by two steps.

Step 1. There exists a strictly positive weak solution $u_{P}$ such that $J_{\varepsilon}\left(u_{P}\right)=$ $c_{P}>0$, where $c_{P}$ is the critical value of $J_{\varepsilon}(u)$.

Lemma 3.1. There exist positive constants $\rho_{\varepsilon}$ and $\delta_{\varepsilon}$ such that $J_{\varepsilon}(u) \geq \delta_{\varepsilon}$ for all $u \in W_{0}^{1,2}(\Omega)$ with $\rho_{\varepsilon} / 2 \leq\|u\|_{W_{0}^{1,2}(\Omega)} \leq 2 \rho_{\varepsilon}$ if $0<\varepsilon<\varepsilon_{0}$ for a sufficiently small $\varepsilon_{0}>0$.

Proof. Inserting (6) into functional (7) and noting that $0 \leq \lambda<\lambda_{1}(\Omega)$, we have

$$
\begin{aligned}
J_{\varepsilon}(u) & \geq \frac{1}{2}\|u\|_{W_{0}^{1,2}(\Omega)}^{2}-\frac{\lambda}{2} \int_{\Omega} u^{2} d \mu-\frac{C}{p}\|u\|_{W_{0}^{1,2}(\Omega)}^{p}-\varepsilon\|h\|_{\mathcal{H}(\Omega)}\|u\|_{W_{0}^{1,2}(\Omega)} \\
& \geq \frac{\eta}{2}\|u\|_{W_{0}^{1,2}(\Omega)}^{2}-\frac{C}{p}\|u\|_{W_{0}^{1,2}(\Omega)}^{p}-\varepsilon\|h\|_{\mathcal{H}(\Omega)}\|u\|_{W_{0}^{1,2}(\Omega)} \\
& \geq\|u\|_{W_{0}^{1,2}(\Omega)}\left(\frac{\eta}{2}\|u\|_{W_{0}^{1,2}(\Omega)}-\frac{C}{2}\|u\|_{W_{0}^{1,2}(\Omega)}^{p-1}-\varepsilon\|h\|_{\mathcal{H}(\Omega)}\right)
\end{aligned}
$$

where $\eta=\left(\lambda_{1}(\Omega)-\lambda\right) / \lambda_{1}(\Omega)>0$. Let $\rho_{\varepsilon}=\sqrt{\varepsilon}$. By $\rho_{\varepsilon} / 2 \leq\|u\|_{W_{0}^{1,2}(\Omega)} \leq 2 \rho_{\varepsilon}$, we have

$$
\lim _{\varepsilon \rightarrow 0^{+}} \frac{\frac{\eta}{4} \varepsilon^{\frac{1}{2}}-C 2^{p-2} \varepsilon^{\frac{p-1}{2}}-\varepsilon\|h\|_{\mathcal{H}(\Omega)}}{\frac{\eta}{4} \varepsilon^{\frac{1}{2}}}=1 .
$$

By the properties of the limit, there exists some $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right)$,

$$
\frac{\eta}{4} \varepsilon^{\frac{1}{2}}-C 2^{p-2} \varepsilon^{\frac{p-1}{2}}-\varepsilon\|h\|_{\mathcal{H}(\Omega)} \geq \frac{\eta}{8} \varepsilon^{\frac{1}{2}} .
$$

Let $\delta_{\varepsilon}=\eta \varepsilon / 16$. Then there holds $J_{\varepsilon}(u) \geq \delta_{\varepsilon}$ if $\varepsilon \in\left(0, \varepsilon_{0}\right)$.
Lemma 3.2. $J_{\varepsilon}$ satisfies the $(P S)_{c}$ condition.
Proof. For any $c \in \mathbb{R}$, take $\left\{u_{k}\right\} \subset W_{0}^{1,2}(\Omega)$ such that $J_{\varepsilon}\left(u_{k}\right) \rightarrow c$ and $d J_{\varepsilon}\left(u_{k}\right)(\phi) \rightarrow 0$ for all $\phi \in W_{0}^{1,2}(\Omega)$ as $k \rightarrow+\infty$. Namely, for all $\phi \in W_{0}^{1,2}(\Omega)$, there hold
(15) $\frac{1}{2} \int_{\Omega \cup \partial \Omega}\left|\nabla u_{k}\right|^{2} d \mu-\frac{\lambda}{2} \int_{\Omega} u_{k}^{2} d \mu-\frac{1}{p} \int_{\Omega}\left|u_{k}\right|^{p} d \mu-\varepsilon \int_{\Omega} h u_{k} d \mu=c+o_{k}(1)$,

$$
\begin{align*}
& \left.\left|\int_{\Omega \cup \partial \Omega} \Gamma\left(u_{k}, \phi\right) d \mu-\lambda \int_{\Omega} u_{k} \phi d \mu-\int_{\Omega}\right| u_{k}\right|^{p-2} u_{k} \phi d \mu-\varepsilon \int_{\Omega} h \phi d \mu \mid  \tag{16}\\
= & \|\phi\| O_{k}(1)
\end{align*}
$$

Taking $\left\{u_{k}\right\}$ as the test function $\phi$ in (16), we get
(17) $\int_{\Omega}\left|u_{k}\right|^{p} d \mu=\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2}-\lambda \int_{\Omega} u_{k}^{2} d \mu-\varepsilon \int_{\Omega} h u_{k} d \mu+\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)} o_{k}(1)$.

Inserting (17) into (15), we have

$$
\begin{aligned}
\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2} \leq & 2 c+\frac{2}{p}\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2}+\lambda\left(1-\frac{2}{p}\right) \int_{\Omega} u_{k}^{2} d \mu \\
& +2 \varepsilon\left(1-\frac{1}{p}\right)\|h\|_{\mathcal{H}(\Omega)}\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}+\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)} o_{k}(1)+o_{k}(1) \\
\leq & 2 c+\left[\frac{2}{p}+\frac{\lambda}{\lambda_{1}(\Omega)}\left(1-\frac{2}{p}\right)\right]\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2}+\frac{4 \varepsilon^{2}(p-1)^{2}}{p(p-2) \eta}\|h\|_{\mathcal{H}(\Omega)}^{2} \\
& +\frac{\eta(p-2)}{4 p}\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2}+\frac{\eta(p-2)}{4 p}\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2}+o_{k}(1)
\end{aligned}
$$

which implies that

$$
\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2} \leq \frac{4 p c}{(p-2) \eta}+\frac{8 \varepsilon^{2}(p-1)^{2}}{\eta^{2}(p-2)^{2}}\|h\|_{\mathcal{H}(\Omega)}^{2}+o_{k}(1) .
$$

Thus $\left\{u_{k}\right\}$ is bounded in $W_{0}^{1,2}(\Omega)$ due to $p>2$. By Lemma 2.1, there exists some $u \in W_{0}^{1,2}(\Omega)$ such that up to a subsequence, $u_{k} \rightarrow u$ in $W_{0}^{1,2}(\Omega)$.
Lemma 3.3. There exists some strictly positive function $\tilde{u} \in W_{0}^{1,2}(\Omega)$ such that $J_{\varepsilon}(\tilde{u})<0$ with $\|\tilde{u}\|_{W_{0}^{1,2}(\Omega)}>\rho_{\varepsilon}$.

Proof. Lemma 3.3 is equivalent to the fact that there exists $u \in W_{0}^{1,2}(\Omega)$ such that $J_{\varepsilon}(t u) \rightarrow-\infty$ as $t \rightarrow+\infty$ for any $\varepsilon>0$. For any fixed $x_{0} \in \Omega$, let

$$
u(x)= \begin{cases}1, & x=x_{0} \\ 0, & x \neq x_{0} .\end{cases}
$$

Thus,

$$
\begin{aligned}
J_{\varepsilon}(t u) & =-\frac{\mu\left(x_{0}\right)}{p} t^{p}+\frac{1}{2}\left(\sum_{\substack{x \sim x_{0} \\
x \in \Omega \cup \partial \Omega}} \mu(x)|\nabla u|^{2}(x)-\lambda \mu\left(x_{0}\right)\right) t^{2}-\varepsilon h\left(x_{0}\right) \mu\left(x_{0}\right) t \\
& \rightarrow-\infty
\end{aligned}
$$

as $t \rightarrow+\infty$ since $\Omega$ contains finite vertexes and $p>2$.
Now we can use Lemma 2.2. Obviously, $J_{\varepsilon}(u) \in C^{1}\left(W_{0}^{1,2}(\Omega),\|\cdot\|\right), J_{\varepsilon}(0)=$ $0 ; J_{\varepsilon}(\tilde{u})<0$ with $\|\tilde{u}\|_{W_{0}^{1,2}(\Omega)}>\rho_{\varepsilon} ; J_{\varepsilon}(u) \geq \delta_{\varepsilon}>0$ with $\|u\|_{W_{0}^{1,2}(\Omega)}=\rho_{\varepsilon}$. Besides, $J_{\varepsilon}$ satisfies the $(P S)_{c}$ condition with $c_{P}=\min _{\gamma \in \Gamma} \max _{t \in[0,1]} J(\gamma(t))$, where

$$
\Gamma=\left\{\gamma \in C\left([0,1], W_{0}^{1,2}(\Omega)\right): \gamma(0)=1, \gamma(1)=\tilde{u}\right\} .
$$

Then $c_{P}$ is the critical value of $J_{\varepsilon}(u)$. Correspondingly, we can find the critical point $u_{P} \in W_{0}^{1,2}(\Omega)$ such that $J_{\varepsilon}\left(u_{P}\right)=c_{P} \geq \delta_{\varepsilon}>0$. Thus the critical point $u_{P}$ of $J_{\varepsilon}(u)$ is a strictly positive weak solution of the equation (1).

Step 2. There exists another strictly positive weak solution $u_{N}$ such that $J_{\varepsilon}\left(u_{N}\right)=c_{N}<0$, where $c_{N}$ is another critical value of $J_{\varepsilon}(u)$.

Lemma 3.4. There exist $\nu_{0}>0$ and $u \in W_{0}^{1,2}(\Omega)$ with $\|u\|_{W_{0}^{1,2}(\Omega)}=1$ such that $J_{\varepsilon}(t u)<0$ if $0<t<\nu_{0}$.
Proof. We consider the equation

$$
\begin{cases}-\Delta u-\lambda u=h, & \text { in } \quad \Omega,  \tag{18}\\ u=0, & \text { on } \quad \partial \Omega .\end{cases}
$$

Next we will find the weak solution of (18). From the functional we have

$$
\begin{align*}
J_{h}(u) & =\frac{1}{2} \int_{\Omega \cup \partial \Omega}|\nabla u|^{2} d \mu-\frac{\lambda}{2} \int_{\Omega} u^{2} d \mu-\int_{\Omega} h u d \mu  \tag{19}\\
& \geq \frac{\eta}{4}\|u\|_{W_{0}^{1,2}(\Omega)}^{2}-\frac{1}{\eta}\|h\|_{\mathcal{H}(\Omega)}^{2}
\end{align*}
$$

where $\eta=\left(\lambda_{1}(\Omega)-\lambda\right) / \lambda_{1}(\Omega)$ is the same as Lemma 3.1. Hence $J_{h}(u)$ has a lower bound in $W_{0}^{1,2}(\Omega)$. Let $m_{h}=\inf _{u \in W_{0}^{1,2}(\Omega)} J_{h}(u)$. Then take a sequence $\left\{u_{k}\right\}$ such that $J_{h}\left(u_{k}\right) \rightarrow m_{h}$ as $k \rightarrow+\infty$. By (19), we obtain $\left\{u_{k}\right\}$ is bounded in $W_{0}^{1,2}(\Omega)$. Since the pre-compact and reflexivity of $W_{0}^{1,2}(\Omega)$, by Lemma 2.1, there exists some $u^{*} \in W_{0}^{1,2}(\Omega)$ such that up to a subsequence, $u_{k} \rightarrow u^{*}$ strongly in $W_{0}^{1,2}(\Omega)$ and in $L^{q}(\Omega)$, the convergence is also weakly in $W_{0}^{1,2}(\Omega)$. It follows that

$$
J_{h}\left(u^{*}\right)=\lim _{k \rightarrow+\infty} J_{h}\left(u_{k}\right)=m_{h}
$$

and $u^{*}$ is the weak solution of (18). It yields that

$$
\begin{equation*}
\int_{\Omega} h u^{*} d \mu=\int_{\Omega \cup \partial \Omega}\left|\nabla u^{*}\right|^{2} d \mu-\lambda \int_{\Omega}\left(u^{*}\right)^{2} d \mu \geq \eta\left\|u^{*}\right\|_{W_{0}^{1,2}(\Omega)}^{2}>0 \tag{20}
\end{equation*}
$$

Now we consider the derivative of $J_{\varepsilon}\left(t u^{*}\right)$, namely

$$
\frac{d}{d t} J_{\varepsilon}\left(t u^{*}\right)=t \int_{\Omega \cup \partial \Omega}\left|\nabla u^{*}\right|^{2} d \mu-\lambda t \int_{\Omega}\left(u^{*}\right)^{2} d \mu-t^{p-1} \int_{\Omega}\left|u^{*}\right|^{p} d \mu-\varepsilon \int_{\Omega} h u^{*} d \mu
$$

By (20), we have

$$
\left.\frac{d}{d t}\right|_{t=0} J_{\varepsilon}\left(t u^{*}\right)<0
$$

Then there exists some $\nu$ such that $J_{\varepsilon}\left(t u^{*}\right)<0$ if $0<t<\nu$. Set $u=$ $u^{*} /\left\|u^{*}\right\|_{W_{0}^{1,2}(\Omega)}$, let $\nu_{0}=\left\|u^{*}\right\|_{W_{0}^{1,2}(\Omega)} \nu$, this finishes the proof. In particularly, we can get an equivalent conclusion that there exists some $\nu_{0}>0$ such that $J_{\varepsilon}(u)<0$ if $0<\|u\|_{W_{0}^{1,2}(\Omega)}<\nu_{0}$.

Now we prove that there exists another weak solution $u_{N} \in W_{0}^{1,2}(\Omega)$ with $\left\|u_{N}\right\|_{W_{0}^{1,2}(\Omega)}<\rho_{\varepsilon} / 2$ such that $J_{\varepsilon}\left(u_{N}\right)=c_{N}=\inf _{\|u\| \leq 2 \rho_{\varepsilon}} J_{\varepsilon}(u)<0$ for any $\varepsilon \in\left(0, \varepsilon_{0}\right)$, where $\rho_{\varepsilon}=\sqrt{\varepsilon}$. Let $\varepsilon_{0}$ be given as in Lemma 3.1, $\varepsilon \in\left(0, \varepsilon_{0}\right)$ be fixed. By Lemma 3.1, we see that $J_{\varepsilon}(u)$ has a lower bound on $B_{2 \rho_{\varepsilon}}=$ $\left\{u \in W_{0}^{1,2}(\Omega):\|u\|_{W_{0}^{1,2}(\Omega)} \leq 2 \rho_{\varepsilon}\right\}$. Together with Lemma 3.4, we have $c_{N}=$ $\inf _{\|u\| \leq 2 \rho_{\varepsilon}} J_{\varepsilon}(u)<0$.

Take a function sequence $\left\{u_{k}\right\} \subset W_{0}^{1,2}(\Omega)$ with $\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)} \leq 2 \rho_{\varepsilon}$ such that $J_{\varepsilon}\left(u_{k}\right) \rightarrow c_{N}$ as $k \rightarrow+\infty$. Since $\left\{u_{k}\right\}$ is bounded in $W_{0}^{1,2}(\Omega)$, by Lemma 2.1, we can find some $u_{N} \in W_{0}^{1,2}(\Omega)$ such that up to a subsequence $\left\{u_{k}\right\}$ and have

$$
\begin{aligned}
\left\|u_{N}\right\|_{W_{0}^{1,2}(\Omega)} & =\lim _{k \rightarrow+\infty}\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}, \quad \int_{\Omega} h u_{N} d \mu=\lim _{k \rightarrow+\infty} \int_{\Omega} h u_{k} d \mu \\
\lambda \int_{\Omega} u_{N}^{2} d \mu & =\lim _{k \rightarrow+\infty} \lambda \int_{\Omega} u_{k}^{2} d \mu, \quad \int_{\Omega}\left|u_{N}\right|^{p} d \mu=\lim _{k \rightarrow+\infty} \int_{\Omega}\left|u_{k}\right|^{p} d \mu
\end{aligned}
$$

Then

$$
J_{\varepsilon}\left(u_{N}\right)=\lim _{k \rightarrow+\infty} J_{\varepsilon}\left(u_{k}\right)=c_{N}<0
$$

and $u_{N}$ is the minimizer of $J_{\varepsilon}(u)$ on $B_{2 \rho_{\varepsilon}}$. Moreover, Lemma 3.1 implies that $\left\|u_{N}\right\|_{W_{0}^{1,2}(\Omega)}<\rho_{\varepsilon} / 2$. By a straightforward calculation, we get the EulerLagrange equation as follows

$$
-\Delta u_{N}-\lambda u_{N}=\left|u_{N}\right|^{p-2} u_{N}+\varepsilon h
$$

Hence, $u_{N}$ is another weak solution of (1). This completes the proof of Theorem 1.1.

## 4. Proof of Theorem 1.2

In this section, we use the same method to prove Theorem 1.2. In order to avoid unnecessary repetition and simplify the proof, we give details of the difference between two theorems. By analogy with Section 3, we directly give the proof of the four lemmas in the general case.
Lemma 4.1. Let $f$ satisfy conditions $\left(H_{1}\right)-\left(H_{4}\right)$. Then there exist positive constants $\rho_{\varepsilon}$ and $\delta_{\varepsilon}$ such that $J_{f}(u) \geq \delta_{\varepsilon}$ for all $u \in W_{0}^{1,2}(\Omega)$ with $\rho_{\varepsilon} / 2 \leq$ $\|u\|_{W_{0}^{1,2}(\Omega)} \leq 2 \rho_{\varepsilon}$ if $0<\varepsilon<\varepsilon_{1}$ for a sufficiently small $\varepsilon_{1}>0$.
Proof. By $\left(H_{4}\right)$, there exist constants $\eta>0, \tau>0$ such that $F(s) \leq\left(\lambda_{1}(\Omega)-\right.$ $\eta) s^{2} / 2$ for any $0<s<\tau$. By $\left(H_{1}\right)$ and $\left(H_{3}\right)$, for any $s \geq \tau$ and $p>2$ there holds $0<F(s) \leq\left(s^{p} F(s)\right) / \tau^{p}$. Thus for all $s>0$ we get

$$
\begin{equation*}
F(s) \leq \frac{\lambda_{1}(\Omega)-\eta}{2} s^{2}+\frac{s^{p}}{\tau^{p}} F(s) . \tag{21}
\end{equation*}
$$

For any $u \in W_{0}^{1,2}(\Omega)$ with $\rho_{\varepsilon} / 2 \leq\|u\|_{W_{0}^{1,2}(\Omega)} \leq 2 \rho_{\varepsilon}$, by Lemma 2.1, we obtain $\|u\|_{L^{\infty}(\Omega)} \leq C_{1}\|u\|_{W_{0}^{1,2}(\Omega)} \leq 2 \rho_{\varepsilon} C_{1}$ and $\|u\|_{L^{p}(\Omega)} \leq C_{2}\|u\|_{W_{0}^{1,2}(\Omega)}$ for constants $C_{1}$ and $C_{2}$. Then inserting (21) into (8), together with $\left(H_{2}\right)$ we have

$$
\begin{aligned}
J_{f}(u) \geq & \frac{1}{2}\|u\|_{W_{0}^{1,2}(\Omega)}^{2}-\frac{\lambda_{1}(\Omega)-\eta}{2} \int_{\Omega} u^{2} d \mu \\
& -\frac{1}{\tau^{p}} \int_{\Omega} u^{p} F(u) d \mu-\varepsilon\|h\|_{\mathcal{H}(\Omega)}\|u\|_{W_{0}^{1,2}(\Omega)} \\
\geq & \frac{1}{2}\|u\|_{W_{0}^{1,2}(\Omega)}^{2}-\frac{\lambda_{1}(\Omega)-\eta}{2 \lambda_{1}(\Omega)}\|u\|_{W_{0}^{1,2}(\Omega)}^{2} \\
& -\frac{1}{\tau^{p}} \max _{s \in\left[0,2 \rho_{\varepsilon} C_{1}\right]} F(s)\|u\|_{L^{p}(\Omega)}^{p}-\varepsilon\|h\|_{\mathcal{H}(\Omega)}\|u\|_{W_{0}^{1,2}(\Omega)} \\
\geq & \frac{\eta}{2 \lambda_{1}(\Omega)}\|u\|_{W_{0}^{1,2}(\Omega)}^{2}-\frac{C_{2}^{p} M_{2 \rho_{\varepsilon} C_{1}}}{\tau^{p}}\|u\|_{W_{0}^{1,2}(\Omega)}^{p}-\varepsilon\|h\|_{\mathcal{H}(\Omega)}\|u\|_{W_{0}^{1,2}(\Omega)} \\
= & \|u\|_{W_{0}^{1,2}(\Omega)}\left(\frac{\eta}{2 \lambda_{1}(\Omega)}\|u\|_{W_{0}^{1,2}(\Omega)}-C\|u\|_{W_{0}^{1,2}(\Omega)}^{p-1}-\varepsilon\|h\|_{\mathcal{H}(\Omega)}\right)
\end{aligned}
$$

where $C=\left(C_{2}^{p} M_{2 \rho_{\varepsilon} C_{1}}\right) / \tau^{p}$. Let $\rho_{\varepsilon}=\sqrt{\varepsilon}$. It follows that

$$
\lim _{\varepsilon \rightarrow 0^{+}} \frac{\frac{\eta}{4 \lambda_{1}(\Omega)} \varepsilon^{\frac{1}{2}}-C 2^{p-1} \varepsilon^{\frac{p-1}{2}}-\varepsilon\|h\|_{\mathcal{H}(\Omega)}}{\frac{\eta}{4 \lambda_{1}(\Omega)} \varepsilon^{\frac{1}{2}}}=1
$$

Thus there exists some $\varepsilon_{1}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{1}\right)$,

$$
\frac{\eta}{4 \lambda_{1}(\Omega)} \varepsilon^{\frac{1}{2}}-C 2^{p-2} \varepsilon^{\frac{p-1}{2}}-\varepsilon\|h\|_{\mathcal{H}(\Omega)} \geq \frac{\eta}{8 \lambda_{1}(\Omega)} \varepsilon^{\frac{1}{2}}
$$

Let $\delta_{\varepsilon}=\eta \varepsilon /\left(16 \lambda_{1}(\Omega)\right)$. Then there holds $J_{\varepsilon}(u) \geq \delta_{\varepsilon}$ if $\varepsilon \in\left(0, \varepsilon_{1}\right)$.
Lemma 4.2. Let $f$ satisfy conditions $\left(H_{1}\right)-\left(H_{3}\right)$. Then $J_{f}$ satisfies the $(P S)_{c}$ condition.

Proof. For any $c \in \mathbb{R}$, take $\left\{u_{k}\right\} \subset W_{0}^{1,2}(\Omega)$. We obtain

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega \cup \partial \Omega}\left|\nabla u_{k}\right|^{2} d \mu-\int_{\Omega} F\left(u_{k}\right) d \mu-\varepsilon \int_{\Omega} h u_{k} d \mu=c+o_{k}(1) \tag{22}
\end{equation*}
$$

(23) $\left.\quad\left|\int_{\Omega \cup \partial \Omega}\right| \nabla u_{k}\right|^{2} d \mu-\int_{\Omega} f\left(u_{k}\right) u_{k} d \mu-\varepsilon \int_{\Omega} h u_{k} d \mu \mid=\left\|u_{k}\right\| o_{k}(1)$.

Inserting (23) into (22), in view of $\left(H_{3}\right)$, one has

$$
\begin{aligned}
\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2} \leq & 2 c+\frac{2}{q} \int_{\Omega} f\left(u_{k}\right) u_{k} d \mu+2 \varepsilon \int_{\Omega} h u_{k} d \mu+o_{k}(1) \\
\leq & 2 c+\frac{2}{q}\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2}+2 \varepsilon\left(1-\frac{1}{q}\right)\|h\|_{\mathcal{H}(\Omega)}\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)} \\
& +\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)} o_{k}(1)+o_{k}(1) \\
\leq & 2 c+\frac{2}{q}\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2}+\frac{4 \varepsilon^{2}(q-1)^{2}}{q(q-2)}\|h\|_{\mathcal{H}(\Omega)} \\
& +\frac{q-2}{4 q}\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2}+\frac{q-2}{4 q}\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2}+o_{k}(1)
\end{aligned}
$$

which implies that

$$
\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}^{2} \leq \frac{4 q c}{(q-2)}+\frac{8 \varepsilon^{2}(q-1)^{2}}{(q-2)^{2}}\|h\|_{\mathcal{H}(\Omega)}^{2}+o_{k}(1)
$$

Hence, there exists some $u \in W_{0}^{1,2}(\Omega)$ such that up to a subsequence, $u_{k} \rightarrow u$ in $W_{0}^{1,2}(\Omega)$.

Lemma 4.3. Let $f$ satisfy conditions $\left(H_{1}\right)-\left(H_{4}\right)$ and $0 \leq h(x) \not \equiv 0$ for any $x \in \Omega$. Then there exists some strictly positive function $\tilde{u} \in W_{0}^{1,2}(\Omega)$ such that $J_{f}(\tilde{u})<0$ with $\|\tilde{u}\|_{W_{0}^{1,2}(\Omega)}>\rho_{\varepsilon}$.

Proof. Equivalently, we can prove that there exists $u \in W_{0}^{1,2}(\Omega)$ such that $J_{f}(t u) \rightarrow-\infty$ as $t \rightarrow+\infty$ for any $\varepsilon>0$. In view of $\left(H_{3}\right)$, there exist constants $c_{1}>0, c_{2}>0$ such that $F(s) \geq c_{1} s^{q}-c_{2}$ for any $s \in[0,+\infty)$ and $q>2$. For any fixed $x_{0} \in \Omega$, we take $u(x)$ the same as Lemma 3.3. Noting that $\Omega$ contains
finite vertexes, together with $q>2$ we have

$$
\begin{aligned}
J_{f}(t u) & \leq-c_{1} \mu\left(x_{0}\right) t^{q}+\frac{1}{2}\left(\sum_{\substack{x \sim x_{0} \\
x \in \Omega \cup \partial \Omega}} \mu(x)|\nabla u|^{2}(x)\right) t^{2}-\varepsilon h\left(x_{0}\right) \mu\left(x_{0}\right) t+c_{2} \mu\left(x_{0}\right) \\
& \rightarrow-\infty
\end{aligned}
$$

as $t \rightarrow+\infty$. This ends the proof of Lemma 4.3.
Lemma 4.4. Let $f$ satisfy conditions $\left(H_{1}\right)-\left(H_{3}\right)$ and $0 \leq h(x) \not \equiv 0$ for any $x \in$ $\Omega$. Then there exists some $\nu_{1}>0$ such that $J_{f}(u)<0$ if $0<\|u\|_{W_{0}^{1,2}(\Omega)}<\nu_{1}$.
Proof. We consider the equation

$$
\begin{cases}-\Delta u=h, & \text { in } \quad \Omega,  \tag{24}\\ u=0, & \text { on } \quad \partial \Omega .\end{cases}
$$

Then we prove (24) has a weak solution. It follows from Young inequality that

$$
J_{h}(u) \geq \frac{1}{4}\|u\|_{W_{0}^{1,2}(\Omega)}^{2}-\|h\|_{\mathcal{H}(\Omega)}^{2}
$$

Hence $J_{h}(u)$ has a lower bound in $W_{0}^{1,2}(\Omega)$ and certainly has infimum. It is not difficult for the reader to find $u^{*}$ by variational methods, which is the minimizer of functional $J_{h}(u)$ in $W_{0}^{1,2}(\Omega)$. It yields that $d J_{h}\left(u^{*}\right)\left(u^{*}\right)=0$, namely,

$$
\begin{equation*}
\int_{\Omega} h u^{*} d \mu=\int_{\Omega \cup \partial \Omega}\left|\nabla u^{*}\right|^{2} d \mu>0 \tag{25}
\end{equation*}
$$

Now we calculate the derivative of $J_{f}\left(t u^{*}\right)$ and have

$$
\frac{d}{d t} J_{f}\left(t u^{*}\right)=t\left\|u^{*}\right\|_{W_{0}^{1,2}(\Omega)}^{2}-\int_{\Omega} u^{*} f\left(t u^{*}\right) d \mu-\varepsilon \int_{\Omega} h u^{*} d \mu .
$$

By (25), together with $f(0)=0$ we obtain

$$
\left.\frac{d}{d t}\right|_{t=0} J_{f}\left(t u^{*}\right)<0
$$

Set $u=u^{*} /\left\|u^{*}\right\|_{W_{0}^{1,2}(\Omega)}$. This ends the proof of Lemma 4.4.
Next, we will prove (5) has two distinct strictly positive solutions. By solution analysis in Section 2, we just need to prove (5) has two distinct weak solutions.

On the one hand, we can verify that $J_{f}(u)$ satisfies all the hypotheses of Lemma 2.2 by Lemmas 4.1-4.3: $J_{f}(u) \in C^{1}\left(W_{0}^{1,2}(\Omega),\|\cdot\|\right), J_{f}(0)=0 ; J_{f}(\tilde{u})<$ 0 with $\|\tilde{u}\|_{W_{0}^{1,2}(\Omega)}>\rho_{\varepsilon} ; J_{f}(u) \geq \delta_{\varepsilon}>0$ with $\|u\|_{W_{0}^{1,2}(\Omega)}=\rho_{\varepsilon}$. Furthermore, $J_{f}$ satisfies the $(P S)_{c}$ condition. Thus we can use mountain-pass theorem and find the minimizer of $J_{f}(u)$ such that the appropriate critical value is strictly positive. And the critical point of $J_{f}(u)$ is a weak solution of the equation (5).

On the other hand, by Lemmas 4.1 and 4.4, we can get $c=\inf _{\|u\| \leq 2 \rho_{\varepsilon}} J_{f}(u)$ $<0$. Take a function sequence $\left\{u_{k}\right\} \subset W_{0}^{1,2}(\Omega)$ with $\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)} \leq 2 \rho_{\varepsilon}$ such
that $J_{f}\left(u_{k}\right) \rightarrow c$ as $k \rightarrow+\infty$. Since $\left\{u_{k}\right\}$ is bounded in $W_{0}^{1,2}(\Omega)$, by Lemma 2.1, we can find some $u_{c} \in W_{0}^{1,2}(\Omega)$ such that up to a subsequence $\left\{u_{k}\right\}$,

$$
\begin{aligned}
\left\|u_{c}\right\|_{W_{0}^{1,2}(\Omega)} & =\lim _{k \rightarrow+\infty}\left\|u_{k}\right\|_{W_{0}^{1,2}(\Omega)}, \\
\int_{\Omega} h u_{c} d \mu & =\lim _{k \rightarrow+\infty} \int_{\Omega} h u_{k} d \mu .
\end{aligned}
$$

By $\left(H_{2}\right)$, there exists some constant $C$ such that

$$
\left|F\left(u_{k}\right)-F\left(u_{c}\right)\right| \leq C\left|u_{k}-u_{c}\right|
$$

which leads to

$$
\int_{\Omega} F\left(u_{c}\right) d \mu=\lim _{k \rightarrow+\infty} \int_{\Omega} F\left(u_{k}\right) d \mu
$$

Then we conclude $J_{f}\left(u_{c}\right)=\lim _{k \rightarrow+\infty} J_{f}\left(u_{k}\right)=c<0$ and $u_{c}$ is the minimizer of $J_{f}(u)$ on $B_{2 \rho_{\varepsilon}}$. Moreover, it follows from Lemma 4.1 that $\left\|u_{c}\right\|_{W_{0}^{1,2}(\Omega)}<\rho_{\varepsilon} / 2$. Then we can get the Euler-Lagrange equation as follows

$$
-\Delta u_{c}=f\left(u_{c}\right)+\varepsilon h
$$

Therefore, we obtain another weak solution of (5) and complete the proof of Theorem 1.2.

## References

[1] Adimurthi and Y. Yang, An interpolation of Hardy inequality and Trundinger-Moser inequality in $\mathbb{R}^{N}$ and its applications, Int. Math. Res. Not. IMRN 2010 (2010), no. 13, 2394-2426. https://doi.org/10.1093/imrn/rnp194
[2] S. Akduman and A. Pankov, Nonlinear Schrödinger equation with growing potential on infinite metric graphs, Nonlinear Anal. 184 (2019), 258-272. https://doi.org/10. 1016/j.na.2019.02.020
[3] A. Ambrosetti and P. H. Rabinowitz, Dual variational methods in critical point theory and applications, J. Functional Analysis 14 (1973), 349-381. https://doi.org/10.1016/ 0022-1236(73)90051-7
[4] J. M. B. do Ó, $N$-Laplacian equations in $\mathbb{R}^{N}$ with critical growth, Abstr. Appl. Anal. 2 (1997), no. 3-4, 301-315. https://doi.org/10.1155/S1085337597000419
[5] J. M. do Ó, E. Medeiros, and U. Severo, On a quasilinear nonhomogeneous elliptic equation with critical growth in $\mathbb{R}^{N}$, J. Differential Equations 246 (2009), no. 4, 13631386. https://doi.org/10.1016/j.jde.2008.11.020
[6] H. Ge and W. Jiang, Kazdan-Warner equation on infinite graphs, J. Korean Math. Soc. 55 (2018), no. 5, 1091-1101. https://doi.org/10.4134/JKMS.j170561
[7] H. Ge and W. Jiang, The 1-Yamabe equation on graphs, Commun. Contemp. Math. 21 (2019), no. 8, 1850040, 10 pp. https://doi.org/10.1142/S0219199718500402
[8] A. Grigor'yan, Y. Lin, and Y. Yang, Yamabe type equations on graphs, J. Differential Equations 261 (2016), no. 9, 4924-4943. https://doi.org/10.1016/j.jde.2016.07.011
[9] A. Grigor'yan, Y. Lin, and Y. Yang, Kazdan-Warner equation on graph, Calc. Var. Partial Differential Equations 55 (2016), no. 4, Art. 92, 13 pp. https://doi.org/10. 1007/s00526-016-1042-3
[10] A. Grigor'yan, Y. Lin, and Y. Yang, Existence of positive solutions to some nonlinear equations on locally finite graphs, Sci. China Math. 60 (2017), no. 7, 1311-1324. https: //doi.org/10.1007/s11425-016-0422-y
[11] X. Han, M. Shao, and L. Zhao, Existence and convergence of solutions for nonlinear biharmonic equations on graphs, J. Differential Equations 268 (2020), no. 7, 3936-3961. https://doi.org/10.1016/j.jde.2019.10.007
[12] P. Horn, Y. Lin, S. Liu, and S. Yau, Volume doubling, Poincaré inequality and Gaussian heat kernel estimate for non-negatively curved graphs, J. Reine Angew. Math. 757 (2019), 89-130. https://doi.org/10.1515/crelle-2017-0038
[13] S. Hou, Multiple solutions of a nonlinear biharmonic equation on graphs, preprint, 2021.
[14] A. Huang, Y. Lin, and S.-T. Yau, Existence of solutions to mean field equations on graphs, Comm. Math. Phys. 377 (2020), no. 1, 613-621. https://doi.org/10.1007/ s00220-020-03708-1
[15] M. Keller and M. Schwarz, The Kazdan-Warner equation on canonically compactifiable graphs, Calc. Var. Partial Differential Equations 57 (2018), no. 2, Paper No. 70, 18 pp. https://doi.org/10.1007/s00526-018-1329-7
[16] S. Liu and Y. Yang, Multiple solutions of Kazdan-Warner equation on graphs in the negative case, Calc. Var. Partial Differential Equations 59 (2020), no. 5, Paper No. 164, 15 pp. https://doi.org/10.1007/s00526-020-01840-3
[17] C. Liu and L. Zuo, Positive solutions of Yamabe-type equations with function coefficients on graphs, J. Math. Anal. Appl. 473 (2019), no. 2, 1343-1357. https://doi.org/10. 1016/j.jmaa.2019.01.025
[18] S. Man, On a class of nonlinear Schrödinger equations on finite graphs, Bull. Aust. Math. Soc. 101 (2020), no. 3, 477-487. https://doi.org/10.1017/s0004972720000143
[19] C. Tian, Q. Zhang, and L. Zhang, Global stability in a networked SIR epidemic model, Appl. Math. Lett. 107 (2020), 106444, 6 pp. https://doi.org/10.1016/j.aml. 2020. 106444
[20] Y. Yang, Existence of positive solutions to quasi-linear elliptic equations with exponential growth in the whole Euclidean space, J. Funct. Anal. 262 (2012), no. 4, 1679-1704. https://doi.org/10.1016/j.jfa.2011.11.018
[21] X. Zhang and A. Lin, Positive solutions of p-th Yamabe type equations on infinite graphs, Proc. Amer. Math. Soc. 147 (2019), no. 4, 1421-1427. https://doi.org/10.1090/proc/ 14362
[22] N. Zhang and L. Zhao, Convergence of ground state solutions for nonlinear Schrödinger equations on graphs, Sci. China Math. 61 (2018), no. 8, 1481-1494. https://doi.org/ 10.1007/s11425-017-9254-7

## Yang Liu

Department of Mathematics
Renmin University of China
Beijing 100872, P. R. China
Email address: dliuyang@ruc.edu.cn


[^0]:    Received December 10, 2021; Revised June 14, 2022; Accepted July 11, 2022.
    2020 Mathematics Subject Classification. Primary 34B45, 35A15, 35R02.
    Key words and phrases. Multiple solutions, perturbed Yamabe equation, mountain-pass theorem, locally finite graph.

