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#### Abstract

In this paper we give conditions on a matrix which guarantee that it is similar to a centrosymmetric matrix. We use this conditions to show that some $4 \times 4$ and $6 \times 6$ Toeplitz matrices are similar to centrosymmetric matrices. Furthermore, we give conditions for a matrix to be similar to a matrix which has a centrosymmetric principal submatrix, and conditions under which a matrix can be dilated to a matrix similar to a centrosymmetric matrix.


## Introduction

A matrix is centrosymmetric if it is "symmetric about its center" [9]; that is, if it remains unchanged if we reflect it horizontally and vertically (see Definition 1). Although the term "centrosymmetric" was first introduced by Aitken in his comprehensive study of determinants [2], the study of these type of matrices seems to have started with the study of the so-called Sylvester-Kac determinant (see [8]). Centrosymmetric matrices appear naturally in many places and have several applications (see the list given in the introduction of [3] for some of them), particularly in the study of Markov processes (see, for example, [9]). Centrosymmetric matrices have many interesting properties: we refer the reader to the papers of Abu-Jeib [1], Cantoni and Butler [3], Good [4] and Weaver [9] for some of them.

Since many matrix-theoretic properties are preserved under similarity, finding conditions under which a matrix is similar to a centrosymmetric matrix is a natural question. In this paper, we show that if we write a matrix $M$ as a block-matrix and a system of matrix equations built from these blocks admits an invertible solution, then the matrix $M$ is similar to a centrosymmetric

[^0]matrix. Of course, if the matrix $M$ itself is centrosymmetric, it is well-known that a solution to this system is a concrete permutation matrix; it turns out that whenever this permutation matrix is a solution, the matrix $M$ itself is centrosymmetric, a known fact (see, e.g. [2]). Furthermore, in this paper we show that if the solution to this system of matrix equations is not invertible, then, depending on the rank of the solution, we have that $M$ is similar to a matrix containing a centrosymmetric principal submatrix or $M$ can be dilated to a matrix which is similar to a centrosymmetric matrix.

It is worth observing that a solution to the system of equations mentioned above is also a solution to an algebraic matrix Riccati equation (see, for example, [6] for a discussion of the algebraic matrix Riccati equation). But in general, it is not true that having a solution to the algebraic Riccati equation, implies that the matrix $M$ is similar to a centrosymmetric matrix, as we will show later in this paper.

We now describe the contents of this paper. In Section 1, after giving a wellknown characterization of centrosymmetric matrices, we show that if we form a system of equations with the blocks of the matrix $M$ and this system has an invertible solution, then $M$ is similar to a centrosymmetric matrix; furthermore, in the case where such solution is unitary, then $M$ is unitarily equivalent to a centrosymmetric matrix. We use this theorem to show that some Toeplitz matrices are similar to centrosymmetric matrices. We also show that if the solution $X$ is not invertible, then depending on the rank of $X$, the matrix $M$ is similar to a matrix which has a centrosymmetric principal submatrix or the matrix $M$ can be dilated to a matrix which is similar to a centrosymmetric matrix (it may be even unitarily equivalent to one).

It is well-known that if the Riccati equation has a solution, then the determinant of the matrix $M$ can be computed as the product of two smaller determinants. Motivated by this fact and by the connection of our results to the Riccati equation, in Section 2, we show that the matrix $M$ is singular if there is a nonzero solution to an specific system of equations (which will also be a solution to the Riccati equation). We end this section by posing a question on the uniqueness of the factorization of the determinant of $M$, whenever two different Riccati equations are satisfied.

We finish by proving, in Section 3, two results which are used in [5] and which originally motivated the results in this paper.

## 1. Similarity to centrosymmetric matrices

Throughout this paper, $\mathbb{K}$ will denote an arbitrary field (not necessarily of characteristic zero) and all matrices will have entries in the field $\mathbb{K}$. As usual, $\mathbb{N}$ will denote the set of positive integers and $I=I_{n}$ will denote the identity matrix of size $n \times n$.

The following definition is classical (e.g, [2]).

Definition 1. Let $n \in \mathbb{N}$ and let $M$ be an $n \times n$ matrix. We say that $M$ is centrosymmetric if $m_{i, j}=m_{n-i+1, n-j+1}$ for $i, j=1,2, \ldots, n$, where $m_{i, j}$ denotes the $(i, j)$-th entry of $M$.

We denote by $J_{1}$ the $1 \times 1$ matrix $J_{1}=(1)$ and for $n \in \mathbb{N}$, with $n \geq 2$, we denote by $J_{n}$ the $n \times n$ centrosymmetric matrix

$$
J_{n}=\left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 1 \\
0 & 0 & \cdots & 1 & 0 \\
\vdots & \vdots & . & \vdots & \vdots \\
0 & 1 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0
\end{array}\right)
$$

When there is no confusion about the size, we will denote this matrix by $J$, dropping the subindex $n$. It is easy to check that a square matrix $M$ is centrosymmetric if and only if $M J=J M$ (see, for example, [9, Proposition $6])$. Using this fact, the following lemma is straightforward ([2, p. 124]).
Lemma 1.1. Let $n \in \mathbb{N}$ and let $M$ be a $n \times n$ matrix.

- Assume $n$ is even. Then $M$ is centrosymmetric if and only if $M$ can be written as a block matrix of the form

$$
M=\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right)
$$

where $A, B, C, D$ are all $\frac{n}{2} \times \frac{n}{2}$ matrices, $J A=D J$ and $C=J B J$, where $J=J_{\frac{n}{2}}$.

- Assume $n \geq 3$ is odd. Then $M$ is centrosymmetric if and only if $M$ can be written as a block matrix of the form

$$
M=\left(\begin{array}{c|c|c}
A & x & B \\
\hline y & \mu & z \\
\hline C & w & D
\end{array}\right)
$$

where $A, B, C, D$ are all $\frac{n-1}{2} \times \frac{n-1}{2}$ matrices, where $x, w$ are $\frac{n-1}{2} \times 1$ matrices, where $y, z$ are $1 \times \frac{n-1}{2}$ matrices, $\mu \in \mathbb{K}$, and $J A=D J$, $C=J B J, w=J x$ and $y=z J$, where $J=J_{\frac{n-1}{2}}$.
If we replace the matrix $J$ in the previous lemma by an arbitrary invertible matrix $X$ we show, in the next theorem, that we obtain matrices similar to centrosymmetric matrices.
Theorem 1.2. Let $n \in \mathbb{N}$ and let $M$ be an $n \times n$ matrix.

- Assume $n$ is even and $M$ is written as

$$
M=\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right)
$$

where $A, B, C$ and $D$ are $\frac{n}{2} \times \frac{n}{2}$ matrices. Assume there exists an invertible matrix $X$, of size $\frac{n}{2} \times \frac{n}{2}$, such that $X A=D X$ and $C=X B X$. Then $M$ is similar to a centrosymmetric matrix.

- Assume $n \geq 3$ is odd and $M$ is written as

$$
M=\left(\begin{array}{c|c|c}
A & x & B \\
\hline y & \mu & z \\
\hline C & w & D
\end{array}\right),
$$

where $A, B, C, D$ are all $\frac{n-1}{2} \times \frac{n-1}{2}$ matrices, where $x$, $w$ are $\frac{n-1}{2} \times 1$ matrices, where $y, z$ are $1 \times \frac{n-1}{2}$ matrices, and $\mu \in \mathbb{K}$. Assume there exists an invertible matrix $X$, of size $\frac{n-1}{2} \times \frac{n-1}{2}$, such that $X A=$ $D X, C=X B X, w=X x$ and $y=z X$. Then $M$ is similar to $a$ centrosymmetric matrix.

Proof. We prove the case where $n$ is even first. Let $Q$ be the block matrix

$$
\left(\begin{array}{c|c}
I & 0 \\
\hline 0 & X J
\end{array}\right)
$$

where $I=I_{\frac{n}{2}}$ and $J=J_{\frac{n}{2}}$. Then

$$
\begin{aligned}
Q^{-1} M Q & =\left(\begin{array}{c|c}
I & 0 \\
\hline 0 & J X^{-1}
\end{array}\right)\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right)\left(\begin{array}{c|c}
I & 0 \\
\hline 0 & X J
\end{array}\right) \\
& =\left(\begin{array}{c|c}
A & B X J \\
\hline J X^{-1} C & J X^{-1} D X J
\end{array}\right)
\end{aligned}
$$

Observe that

$$
\begin{aligned}
X A=D X & \Longrightarrow A=X^{-1} D X \\
& \Longrightarrow J A=J\left(X^{-1} D X\right) \\
& \Longrightarrow J A=\left(J X^{-1} D X J\right) J
\end{aligned}
$$

and

$$
\begin{aligned}
X B X=C & \Longrightarrow B X=X^{-1} C \\
& \Longrightarrow J(B X)=J\left(X^{-1} C\right) \\
& \Longrightarrow J(B X J) J=J X^{-1} C
\end{aligned}
$$

so by Lemma 1.1 we obtain that $Q^{-1} M Q$ is centrosymmetric.
Now, if $n$ is odd, let $Q$ be the block matrix

$$
\left(\begin{array}{c|c|c}
I & 0 & 0 \\
\hline 0 & 1 & 0 \\
\hline 0 & 0 & X J
\end{array}\right),
$$

where $I=I_{\frac{n-1}{2}}, J=J_{\frac{n-1}{2}}$ and the central block is the element $1 \in \mathbb{K}$. Then

$$
\left(\begin{array}{c|c|c}
I & 0 & 0 \\
\hline 0 & 1 & 0 \\
\hline 0 & 0 & J X^{-1}
\end{array}\right)\left(\begin{array}{c|c|c}
A & x & B \\
\hline y & \mu & z \\
\hline C & w & D
\end{array}\right)\left(\begin{array}{c|c|c}
I & 0 & 0 \\
\hline 0 & 1 & 0 \\
\hline 0 & 0 & X J
\end{array}\right)
$$

$$
=\left(\begin{array}{c|c|c}
A & x & B X J \\
\hline y & \mu & z X J \\
\hline J X^{-1} C & J X^{-1} w & J X^{-1} D X J
\end{array}\right) .
$$

Observe that by the same computation as before we have that if $X A=D X$, then $J A=\left(J X^{-1} D X J\right) J$ and if $X B X=C$, then $J(B X J) J=J X^{-1} C$. But also, we have
$w=X x \Longrightarrow x=X^{-1} w \Longrightarrow x=J\left(J X^{-1} w\right)$ and $y=z X \Longrightarrow y=(z X J) J$.
Hence, by Lemma 1.1, the matrix $Q^{-1} M Q$ is centrosymmetric.
Remark 1. Observe that if $\mathbb{K}$ is the field of complex numbers, then in the theorem above, if $X$ is a unitary matrix, it follows that the matrix $Q$ in the proof is also unitary and hence $M$ is unitarily equivalent to a centrosymmetric matrix.

It is natural to ask if the conditions in the above theorem are necessary. They are not. For example, if $\mathbb{K}$ is the field of complex numbers, consider the $2 \times 2$ matrix

$$
M=\left(\begin{array}{ll}
1 & 3 \\
2 & 2
\end{array}\right)
$$

for which there is no $1 \times 1$ invertible matrix $X$ satisfying $X A=D X$ and $C=X B X$. However, $M$ is similar to the centrosymmetric matrix

$$
\left(\begin{array}{ll}
\frac{3}{2} & \frac{5}{2} \\
\frac{5}{2} & \frac{3}{2}
\end{array}\right),
$$

as can be easily seen, for example by noticing that the set of eigenvalues of both matrices is $\{-1,4\}$.

In fact, it is not hard to show that if $\mathbb{K}$ is the field of complex numbers, a $2 \times 2$ matrix is similar to a centrosymmetric matrix if and only if it is either a multiple of the identity or it has two distinct eigenvalues.

The following two examples show an application of Theorem 1.2 to certain Toeplitz matrices.

Example 1.3. Let $\alpha$ be a complex number and let $M$ be the $4 \times 4$ Toeplitz matrix

$$
M=\left(\begin{array}{cccc}
\alpha & \alpha-1 & \alpha-2 & \alpha-3 \\
\alpha+1 & \alpha & \alpha-1 & \alpha-2 \\
\alpha+2 & \alpha+1 & \alpha & \alpha-1 \\
\alpha+3 & \alpha+2 & \alpha+1 & \alpha
\end{array}\right) .
$$

Let $A, B, C$ and $D$ be the $2 \times 2$ matrices

$$
\begin{aligned}
& A=D=\left(\begin{array}{cc}
\alpha & \alpha-1 \\
\alpha+1 & \alpha
\end{array}\right), B=\left(\begin{array}{ll}
\alpha-2 & \alpha-3 \\
\alpha-1 & \alpha-2
\end{array}\right), \text { and } \\
& C=\left(\begin{array}{ll}
\alpha+2 & \alpha+1 \\
\alpha+3 & \alpha+2
\end{array}\right) .
\end{aligned}
$$

If $\alpha \neq \pm \sqrt{5}$, we define $X$ to be the $2 \times 2$ matrix

$$
X=\frac{1}{\sqrt{\alpha^{2}-5}}\left(\begin{array}{cc}
2 & \alpha-1 \\
\alpha+1 & 2
\end{array}\right)
$$

It is straightforward to check that $X A=D X$, that $C=X B X$ and that $X$ is invertible. Hence, by Theorem 1.2, the matrix $M$ is similar to a centrosymmetric matrix.

It is interesting to notice that if $\alpha= \pm \sqrt{5}$ the only two solutions to the matrix equation $C=X B X$ do not satisfy $X A=D X$ and hence our method does not answer the question of similarity of $M$ to a centrosymmetric matrix in this case.

Example 1.4. Let $\alpha$ be a complex number and let $M$ be the $6 \times 6$ Toeplitz matrix

$$
M=\left(\begin{array}{cccccc}
\alpha & \alpha-1 & \alpha-2 & \alpha-3 & \alpha-4 & \alpha-5 \\
\alpha+1 & \alpha & \alpha-1 & \alpha-2 & \alpha-3 & \alpha-4 \\
\alpha+2 & \alpha+1 & \alpha & \alpha-1 & \alpha-2 & \alpha-3 \\
\alpha+3 & \alpha+2 & \alpha+1 & \alpha & \alpha-1 & \alpha-2 \\
\alpha+4 & \alpha+3 & \alpha+2 & \alpha+1 & \alpha & \alpha-1 \\
\alpha+5 & \alpha+4 & \alpha+3 & \alpha+2 & \alpha+1 & \alpha
\end{array}\right) .
$$

Let $A, B, C$ and $D$ be the $3 \times 3$ matrices

$$
\begin{aligned}
& A=D=\left(\begin{array}{ccc}
\alpha & \alpha-1 & \alpha-2 \\
\alpha+1 & \alpha & \alpha-1 \\
\alpha+2 & \alpha+1 & \alpha
\end{array}\right), B=\left(\begin{array}{lll}
\alpha-3 & \alpha-4 & \alpha-5 \\
\alpha-2 & \alpha-3 & \alpha-4 \\
\alpha-1 & \alpha-2 & \alpha-3
\end{array}\right) \\
& \text { and } C=\left(\begin{array}{lll}
\alpha+3 & \alpha+2 & \alpha+1 \\
\alpha+4 & \alpha+3 & \alpha+2 \\
\alpha+5 & \alpha+4 & \alpha+3
\end{array}\right) .
\end{aligned}
$$

If $\alpha \neq \pm \sqrt{\frac{35}{3}}$, we define $X$ to be the $3 \times 3$ matrix

$$
X=\frac{1}{\sqrt{9 \alpha^{2}-105}}\left(\begin{array}{ccc}
0 & 16 & 3 \alpha-13 \\
20 & 3(\alpha-9) & 16 \\
3 \alpha-5 & 20 & 0
\end{array}\right)
$$

It is straightforward to check that $X A=D X$, that $C=X B X$ and that $X$ is invertible if $\alpha \neq 15$. Hence, by Theorem 1.2, the matrix $M$ is similar to a centrosymmetric matrix in this case. If $\alpha=15$, we can use instead the invertible matrix

$$
X=\frac{1}{16 \sqrt{30}}\left(\begin{array}{ccc}
-9 & 50 & 55 \\
58 & 0 & 50 \\
71 & 58 & -9
\end{array}\right)
$$

which shows that $M$ is similar to a centrosymmetric matrix in this case as well.
It is interesting to notice that if $\alpha= \pm \sqrt{\frac{35}{3}}$ the only two solutions to the matrix equation $C=X B X$ do not satisfy $X A=D X$ and hence our method
does not answer the question of similarity of $M$ to a centrosymmetric matrix in this case, as before.

The examples above show that the Toeplitz matrices $M$ of sizes $4 \times 4$ and $6 \times 6$ are similar to centrosymmetric matrices for all values of $\alpha$, except for perhaps two values in each case. It is easy to check that in the $2 \times 2$ case, the matrix $M$ is similar to a centrosymetric matrix, by Theorem 1.2 , except for the values $\alpha= \pm 1$; in fact, for these values of $\alpha$ the matrix $M$ is not similar to a centrosymmetric matrix. It would be interesting to know if for all sizes of the matrix $M$, it is similar to a centrosymmetric matrix for all values of $\alpha$ except for two. We leave this question open for future research.

In the next theorem, we generalize Theorem 1.2 to the case where $X$ is not necessarily invertible or even a square matrix.

Theorem 1.5. Let $n \in \mathbb{N}$ and let $M$ be an $n \times n$ matrix. Assume $M$ is written as a block matrix of the form

$$
M=\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right),
$$

where $A$ is an $s \times s$ matrix, $B$ is an $s \times(n-s)$ matrix, $C$ is an $(n-s) \times s$ matrix and $D$ is an $(n-s) \times(n-s)$ matrix, where $1 \leq s<n$. If there exists an $(n-s) \times s$ matrix $X$, of rank $r>0$ such that $X A=D X$ and $C=X B X$, then $M$ is similar to a matrix containing a centrosymmetric principal submatrix of size $2 r$. More precisely, $M$ is similar to a matrix of the form

$$
\left(\begin{array}{c|c}
U & V \\
\hline W & Z
\end{array}\right),
$$

where $U$ is a centrosymmetric $(2 r) \times(2 r)$ matrix, $V$ is a $(2 r) \times(n-2 r)$ matrix, $W$ is a $(n-2 r) \times(2 r)$ matrix and $Z$ is a $(n-2 r) \times(n-2 r)$ matrix.

Proof. If $r=s=n-s$, then this theorem is just Theorem 1.2.
Let us assume that $r<\min \{s, n-s\}$. Since $X$ is of rank $r$ there exist an invertible $(n-s) \times(n-s)$ matrix $T$ and an invertible $s \times s$ matrix $S$ such that

$$
X^{\prime}:=T X S=\left(\begin{array}{c|c}
I_{r} & 0 \\
\hline 0 & 0
\end{array}\right) .
$$

Observe that

$$
\begin{aligned}
\left(\begin{array}{c|c}
S^{-1} & 0 \\
\hline 0 & T
\end{array}\right)\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right)\left(\begin{array}{c|c}
S & 0 \\
\hline 0 & T^{-1}
\end{array}\right) & =\left(\begin{array}{c|c}
S^{-1} A S & S^{-1} B T^{-1} \\
\hline T C S & T D T^{-1}
\end{array}\right) \\
& =:\left(\begin{array}{c|c}
A^{\prime} & B^{\prime} \\
\hline C^{\prime} & D^{\prime}
\end{array}\right)=: M^{\prime}
\end{aligned}
$$

where $A^{\prime}$ is an $s \times s$ matrix, $B^{\prime}$ is an $s \times(n-s)$ matrix, $C^{\prime}$ is an $(n-s) \times s$ matrix and $D^{\prime}$ is an $(n-s) \times(n-s)$ matrix. Hence $M$ is similar to $M^{\prime}$.

We now write $A^{\prime}, B^{\prime}, C^{\prime}$ and $D^{\prime}$ as block matrices of the form

$$
\begin{aligned}
& A^{\prime}=\left(\begin{array}{l|l}
A_{11}^{\prime} & A_{12}^{\prime} \\
\hline A_{21}^{\prime} & A_{22}^{\prime}
\end{array}\right), B^{\prime}=\left(\begin{array}{l|l}
B_{11}^{\prime} & B_{12}^{\prime} \\
\hline B_{21}^{\prime} & B_{22}^{\prime}
\end{array}\right), C^{\prime}=\left(\begin{array}{l|l}
C_{11}^{\prime} & C_{12}^{\prime} \\
\hline C_{21}^{\prime} & C_{22}^{\prime}
\end{array}\right) \\
& \text { and } D^{\prime}=\left(\begin{array}{l|l}
D_{11}^{\prime} & D_{12}^{\prime} \\
\hline D_{21}^{\prime} & D_{22}^{\prime}
\end{array}\right),
\end{aligned}
$$

where $A_{11}^{\prime}, B_{11}^{\prime}, C_{11}^{\prime}$ and $D_{11}^{\prime}$ are $r \times r$ matrices (the sizes of the rest of the blocks can be easily determined but we will not write them since they will not be needed).

A computation shows that $X A=D X$ implies $X^{\prime} A^{\prime}=D^{\prime} X^{\prime}$ and that $C=$ $X D X$ implies $C^{\prime}=X^{\prime} B^{\prime} X^{\prime}$. But, observe that

$$
\begin{aligned}
\left(\begin{array}{c|c|c}
A_{11}^{\prime} & A_{12}^{\prime} \\
\hline 0 & 0
\end{array}\right) & =\left(\begin{array}{c|c}
I_{r} & 0 \\
\hline 0 & 0
\end{array}\right)\left(\begin{array}{l|l}
A_{11}^{\prime} & A_{12}^{\prime} \\
\hline A_{21}^{\prime} & A_{22}^{\prime}
\end{array}\right) \\
& =X^{\prime} A^{\prime}=D^{\prime} X^{\prime} \\
& =\left(\begin{array}{l|l|l}
D_{11}^{\prime} & D_{12}^{\prime} \\
\hline D_{21}^{\prime} & D_{22}^{\prime}
\end{array}\right)\left(\begin{array}{c|c}
I_{r} & 0 \\
\hline 0 & 0
\end{array}\right)=\left(\begin{array}{l|l}
D_{11}^{\prime} & 0 \\
\hline D_{21}^{\prime} & 0
\end{array}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\begin{array}{c|l}
C_{11}^{\prime} & C_{12}^{\prime} \\
\hline C_{21}^{\prime} & C_{22}^{\prime}
\end{array}\right) & =C^{\prime}=X^{\prime} B^{\prime} X^{\prime} \\
& =\left(\begin{array}{c|c}
I_{r} & 0 \\
\hline 0 & 0
\end{array}\right)\left(\begin{array}{l|l}
B_{11}^{\prime} & B_{12}^{\prime} \\
\hline B_{21}^{\prime} & B_{22}^{\prime}
\end{array}\right)\left(\begin{array}{c|c}
I_{r} & 0 \\
\hline 0 & 0
\end{array}\right)=\left(\begin{array}{c|c}
B_{11}^{\prime} & 0 \\
\hline 0 & 0
\end{array}\right),
\end{aligned}
$$

which implies that $A_{11}^{\prime}=D_{11}^{\prime}$ and $C_{11}^{\prime}=B_{11}^{\prime}$.
We now show that the matrix $M^{\prime}$ is similar to a matrix of the form

$$
\left(\begin{array}{c|c}
U & V \\
\hline W & Z
\end{array}\right)
$$

where $U$ is a centrosymmetric $(2 r) \times(2 r)$ matrix. Indeed, observe that

$$
\begin{aligned}
&\left(\begin{array}{c|c|c|c}
I_{r} & 0 & 0 & 0 \\
\hline 0 & 0 & J_{r} & 0 \\
\hline 0 & J_{s-r} & 0 & 0 \\
\hline 0 & 0 & 0 & I_{n-s-r}
\end{array}\right)\left(\begin{array}{c|c|c|c}
A_{11}^{\prime} & A_{12}^{\prime} & B_{11}^{\prime} & B_{12}^{\prime} \\
\hline A_{21}^{\prime} & A_{22}^{\prime} & B_{21}^{\prime} & B_{22}^{\prime} \\
\hline C_{11}^{\prime} & C_{12}^{\prime} & D_{11}^{\prime} & D_{12}^{\prime} \\
\hline C_{21}^{\prime} & C_{22}^{\prime} & D_{21}^{\prime} & D_{22}^{\prime}
\end{array}\right)\left(\begin{array}{c|c|c|c}
I_{r} & 0 & 0 & 0 \\
\hline 0 & 0 & J_{s-r} & 0 \\
\hline 0 & J_{r} & 0 & 0 \\
\hline 0 & 0 & 0 & I_{n-s-r}
\end{array}\right) \\
&=\left(\begin{array}{c|c|c|c}
A_{11}^{\prime} & B_{11}^{\prime} J_{r} & A_{12}^{\prime} J_{s-r} & B_{12}^{\prime} \\
\hline J_{r} C_{11}^{\prime} & J_{r} D_{11}^{\prime} J_{r} & J_{r} C_{12}^{\prime} J_{s-r} & J_{r} D_{12}^{\prime} \\
\hline J_{s-r} A_{21}^{\prime} & J_{s-r} B_{21}^{\prime} J_{r} & J_{s-r} A_{22}^{\prime} J_{s-r} & J_{s-r} B_{22}^{\prime} \\
\hline C_{21}^{\prime} & D_{21}^{\prime} J_{r} & C_{22}^{\prime} J_{s-r} & D_{22}^{\prime}
\end{array}\right),
\end{aligned}
$$

and that the upper-left $2 \times 2$ block in the above matrix, namely,

$$
U:=\left(\begin{array}{c|c}
A_{11}^{\prime} & B_{11}^{\prime} J_{r} \\
\hline J_{r} C_{11}^{\prime} & J_{r} D_{11}^{\prime} J_{r}
\end{array}\right)
$$

is a centrosymmetric matrix, since $A_{11}^{\prime}=D_{11}^{\prime}$ and $C_{11}^{\prime}=B_{11}^{\prime}$.

The proofs for each of the cases where $r=s<n-s$ and $r=n-s<s$ are similar and we omit them.

In the following theorem we observe that if $X$ is a not necessarily square matrix, but is of full rank, then $M$ can be dilated to a matrix which is similar to a centrosymmetric matrix.

Theorem 1.6. Let $n \in \mathbb{N}$ and let $M$ be an $n \times n$ matrix. Assume $M$ is written as a block matrix of the form

$$
M=\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right),
$$

where $A$ is an $s \times s$ matrix, $B$ is an $s \times(n-s)$ matrix, $C$ is an $(n-s) \times s$ matrix and $D$ is an $(n-s) \times(n-s)$ matrix, where $1 \leq s<n$. If there exists an $(n-s) \times s$ matrix $X$, of rank $\min \{s, n-s\}$ such that $X A=D X$ and $C=X B X$, then the matrix $M$ is a principal submatrix of a matrix $\widehat{M}$, which is similar to a centrosymmetric matrix. More precisely, if $k=\max \{s, n-s\}$, there exist an $n \times(2 k-n)$ matrix $B^{\prime}, a(2 k-n) \times n$ matrix $C^{\prime}$ and $a(2 k-n) \times(2 k-n)$ matrix $D^{\prime}$ such that the $(2 k) \times(2 k)$ matrix

$$
\widehat{M}=\left(\begin{array}{c|c}
M & B^{\prime} \\
\hline C^{\prime} & D^{\prime}
\end{array}\right)
$$

is similar to a centrosymmetric matrix.
Proof. If $s=\frac{n}{2}$, then this theorem is just Theorem 1.2.
We first assume that $\frac{n}{2}<s$. In this case $k=s$. Since $X$ is an $(n-s) \times s$ matrix of rank $n-s$, there exists a $(2 s-n) \times s$ matrix $Y$ such that

$$
\widehat{X}=\left(\frac{X}{Y}\right)
$$

is an invertible $s \times s$ matrix. (Observe that $Y$ must be of rank $2 s-n$.)
Let us rewrite the $(2 s-n) \times s$ matrix $Y A \widehat{X}^{-1}$ as

$$
\left(D_{21} \mid D_{22}\right)
$$

where $D_{21}$ is a $(2 s-n) \times(n-s)$ matrix and $D_{22}$ is a $(2 s-n) \times(2 s-n)$ matrix.
Now, if we define the $s \times s$ matrix

$$
\widehat{D}=\left(\begin{array}{c|c}
D & 0 \\
\hline D_{21} & D_{22}
\end{array}\right)
$$

then observe that

$$
\left.\left.\begin{array}{rl}
\widehat{X} A=\left(\frac{X}{Y}\right) A=\left(\frac{X A}{Y A}\right) & =\left(\frac{D X}{D_{21} X+D_{22} Y}\right.
\end{array}\right), \begin{array}{c|c}
D & 0 \\
\hline D_{21} & D_{22}
\end{array}\right)\binom{X}{\hline Y}=\widehat{D} \widehat{X}, ~ \$
$$

where the third equality follows from the hypothesis $X A=D X$ and from $Y A=\left(D_{21} \mid D_{22}\right) \widehat{X}$.

Now, we choose an $s \times(2 s-n)$ matrix $B_{2}$ such that $X B_{2}=0$ and we define a $(2 s-n) \times s$ matrix $C_{2}$ as $C_{2}=Y B X+Y B_{2} Y$. Then, if we define the $s \times s$ matrices $\widehat{B}$ and $\widehat{C}$ as

$$
\widehat{B}=\left(B \mid B_{2}\right) \quad \text { and } \quad \widehat{C}=\left(\frac{C}{C_{2}}\right)
$$

we can see that
$\widehat{X} \widehat{B} \widehat{X}=\left(\frac{X}{Y}\right)\left(B \mid B_{2}\right)\left(\frac{X}{Y}\right)=\left(\frac{X B X+X B_{2} Y}{Y B X+Y B_{2} Y}\right)=\left(\frac{C}{C_{2}}\right)=\widehat{C}$,
where the third equality follows from the hypothesis $X B X=C$ and the choice of matrices $B_{2}$ and $C_{2}$.

Therefore, by Theorem 1.2, the matrix

$$
\widehat{M}=\left(\begin{array}{c|c}
A & \widehat{B} \\
\hline \widehat{C} & \widehat{D}
\end{array}\right)=\left(\begin{array}{c|c|c}
A & B & B_{2} \\
\hline C & D & 0 \\
\hline C_{2} & D_{21} & D_{22}
\end{array}\right)=\left(\begin{array}{c|c}
M & B^{\prime} \\
\hline C^{\prime} & D^{\prime}
\end{array}\right)
$$

is similar to a centrosymmetric matrix, which finishes the case $\frac{n}{2}<s$.
Now we assume that $1 \leq s<\frac{n}{2}$. In this case $k=n-s$. Since $X$ is of rank $s$ there exists an $(n-s) \times(n-2 s)$ matrix $Y$ such that

$$
\widehat{X}=(Y \mid X)
$$

is an invertible $(n-s) \times(n-s)$ matrix. (Observe that $Y$ must be of rank $n-2 s$.) Now, proceeding in a similar fashion as above, we can choose an $(n-2 s) \times(n-2 s)$ matrix $A_{11}$, an $s \times(n-2 s)$ matrix $A_{21}$ such that

$$
\left(\frac{A_{11}}{A_{21}}\right)=\widehat{X}^{-1} D Y
$$

an $(n-2 s) \times(n-s)$ matrix $B_{1}$ such that $B_{1} X=0$, and we can set the $(n-s) \times(n-2 s)$ matrix $C_{1}$ as $C_{1}=Y B_{1} Y+X B Y$. Then the $(n-s) \times(n-s)$ matrices

$$
\widehat{A}=\left(\begin{array}{c|c}
A_{11} & 0 \\
\hline A_{21} & A
\end{array}\right), \quad \widehat{B}=\binom{B_{1}}{\hline B}, \quad \text { and } \quad \widehat{C}=\left(C_{1} \mid C\right)
$$

satisfy the equations

$$
\widehat{X} \widehat{A}=D \widehat{X}, \quad \text { and } \quad \widehat{C}=\widehat{X} \widehat{B} \widehat{X}
$$

Therefore, by Theorem 1.2, the $2(n-s) \times 2(n-s)$ matrix

$$
\widehat{M}=\left(\begin{array}{c|c}
\widehat{A} & \widehat{B} \\
\hline \widehat{C} & D
\end{array}\right)=\left(\begin{array}{c|c|c}
A_{11} & 0 & B_{1} \\
\hline A_{21} & A & B \\
\hline C_{1} & C & D
\end{array}\right)=\left(\begin{array}{c|c}
D^{\prime} & C^{\prime} \\
\hline B^{\prime} & M
\end{array}\right)
$$

is similar to a centrosymmetric matrix. Finally, since

$$
\left(\begin{array}{c|c}
M & B^{\prime} \\
\hline C^{\prime} & D^{\prime}
\end{array}\right)=\left(\begin{array}{c|c}
0 & I_{n} \\
\hline I_{n-2 s} & 0
\end{array}\right)\left(\begin{array}{c|c}
D^{\prime} & C^{\prime} \\
\hline B^{\prime} & M
\end{array}\right)\left(\begin{array}{c|c}
0 & I_{n-2 s} \\
\hline I_{n} & 0
\end{array}\right)
$$

the result follows.

Remark 2. If $\mathbb{K}$ is the field of complex numbers, observe that in the proof above, if the rows of the matrix $X$ are orthonormal, then the matrix $\widehat{X}$ can be chosen to be unitary. In this case, $\widehat{M}$ will be unitarily equivalent to a centrosymmetric matrix (by the remark following Theorem 1.2).

## 2. Factorization of determinants

One of the interesting facts about centrosymmetric matrices is that the determinant of a centrosymmetric matrix can be factored as the product of the determinants of two particular matrices, as described in the following wellknown theorem (a proof can be found in, for example [2, p. 125]).
Theorem 2.1. Let $M$ be an $n \times n$ centrosymmetric matrix.

- Assume $n$ is even and $M$ is written as

$$
M=\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right)
$$

where $A, B, C$ and $D$ are $\frac{n}{2} \times \frac{n}{2}$ matrices. Then $\operatorname{det}(M)=\operatorname{det}(A+$ $B J) \operatorname{det}(A-B J)$.

- Assume $n$ is odd and $M$ is written as

$$
M=\left(\begin{array}{c|c|c}
A & x & B \\
\hline y & \mu & z \\
\hline C & w & D
\end{array}\right),
$$

where $A, B, C, D$ are all $\frac{n-1}{2} \times \frac{n-1}{2}$ matrices, where $x, w$ are $\frac{n-1}{2} \times 1$ matrices, where $y, z$ are $1 \times \frac{n-1}{2}$ matrices, and $\mu \in \mathbb{K}$. Then,

$$
\operatorname{det}(M)=\operatorname{det}\left(\begin{array}{c|c}
A+B J & x \\
\hline 2 y & \mu
\end{array}\right) \operatorname{det}(A-B J) .
$$

In view of the results in the previous section, it is natural to ask if the determinant of a block matrix

$$
M=\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right)
$$

satisfying the equations $X A=D X$ and $C=X B X$ for some matrix $X$, has a corresponding factorization. In fact, the following theorem, which establishes a factorization of the determinant under more general conditions, is well-known.
Theorem 2.2. Let $n \in \mathbb{N}$ and let $M$ be an $n \times n$ matrix. Assume $M$ is written as a block matrix of the form

$$
M=\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right)
$$

where $A$ is an $s \times s$ matrix, $B$ is an $s \times(n-s)$ matrix, $C$ is an $(n-s) \times s$ matrix and $D$ is an $(n-s) \times(n-s)$ matrix. If there exists an $(n-s) \times s$ matrix $X$ such that $C=X A-D X+X B X$, then

$$
\operatorname{det}(M)=\operatorname{det}(A+B X) \operatorname{det}(D-X B)
$$

Proof. The result will follow by performing the multiplication:

$$
\begin{aligned}
& \left(\begin{array}{c|c}
I_{s} & 0 \\
\hline-X & I_{n-s}
\end{array}\right)\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right)\left(\begin{array}{c|c}
I_{s} & 0 \\
\hline X & I_{n-s}
\end{array}\right) \\
= & \left(\right)=\left(\begin{array}{cc}
A+B X & B \\
\hline 0 & D-X B
\end{array}\right),
\end{aligned}
$$

where the last equality follows by the hypothesis. Taking determinants on both sides, the result follows.

This theorem can also be found, for example, in [6] or [7].
In view of Theorem 2.2, and recalling Theorem 1.2, it is natural to ask if the existence of an invertible matrix $X$ such that $C=X A-D X+X B X$ implies that $M$ is similar to a centrosymmetric matrix. However, this is false, as the next example shows.

Example 2.3. Assume $\mathbb{K}$ is a field of characteristic not equal to 2 . The $2 \times 2$ matrix

$$
M=\left(\begin{array}{ll}
1 & -1 \\
1 & -1
\end{array}\right)
$$

satisfies the equations $C=X A-D X+X B X$ for $X=1$, but it is not similar to a centrosymmetric matrix. Indeed, $M^{2}=0$ and hence every matrix $Q$ similar to $M$ must satisfy the equation $Q^{2}=0$. But it is easy to see that the only $2 \times 2$ centrosymmetric matrix $Q$ which satisfies $Q^{2}=0$ is the zero matrix. But clearly $M$ is not similar to the zero matrix.

Observe that this example also shows that the equations $C=X A$ and $D X=X B X$, or the equations $C=-D X$ and $X A=-X B X$ do not imply that $M$ is similar to a centrosymmetric matrix.

Similarly to Theorem 2.2, it is possible to show the following theorem, which is also well-known.

Theorem 2.4. Let $M$ be an $n \times n$ matrix. Assume $M$ is written as a block matrix of the form

$$
M=\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right),
$$

where $A$ is an $s \times s$ matrix, $B$ is an $s \times(n-s)$ matrix, $C$ is an $(n-s) \times s$ matrix and $D$ is an $(n-s) \times(n-s)$ matrix. If there exists an $s \times(n-s)$ matrix $Y$ such that $B=Y D-A Y+Y C Y$, then

$$
\operatorname{det}(M)=\operatorname{det}(A-Y C) \operatorname{det}(D+C Y)
$$

Proof. The proof is similar to the proof of Theorem 2.2. Just observe that

$$
\left(\begin{array}{c|c}
I_{s} & -Y \\
\hline 0 & I_{n-s}
\end{array}\right)\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right)\left(\begin{array}{c|c}
I_{s} & Y \\
\hline 0 & I_{n-s}
\end{array}\right)=\left(\begin{array}{c|c}
A-Y C & 0 \\
\hline C & D+C Y
\end{array}\right)
$$

Nevertheless, the following question arises. Assume that both equations

$$
C=X A-D X+X B X, \quad \text { and } \quad B=Y D-A Y+Y C Y
$$

are satisfied: are the factorizations given by Theorems 2.2 and 2.4 the same?
In case $X$ is invertible (here we assume $n$ is even and $s=\frac{n}{2}$ ) it immediately follows that $B=X^{-1} D-A X^{-1}+X^{-1} C X^{-1}$ and hence $B=Y D-A Y+Y C Y$ is satisfied with $Y=X^{-1}$. In this case the factorizations are the same. Indeed, observe that if $C=X A-D X+X B X$, then Theorem 2.2 gives that

$$
\operatorname{det}(M)=\operatorname{det}(A+B X) \operatorname{det}(D-X B)
$$

Since $B=X^{-1} D-A X^{-1}+X^{-1} C X^{-1}$, Theorem 2.4 gives that

$$
\operatorname{det}(M)=\operatorname{det}\left(A-X^{-1} C\right) \operatorname{det}\left(D+C X^{-1}\right)
$$

But observe that since $B X=X^{-1} D X-A+X^{-1} C$, then $A-X^{-1} C=$ $\left(X^{-1} D-B\right) X$, and hence $A-X^{-1} C=X^{-1}(D-X B) X$, from which $\operatorname{det}(A-$ $\left.X^{-1} C\right)=\operatorname{det}(D-X B)$. Analogously, since $X B=D-X A X^{-1}+C X^{-1}$, then $D+C X^{-1}=X B+X A X^{-1}=X(A+B X) X^{-1}$, and hence $\operatorname{det}\left(D+C X^{-1}\right)=$ $\operatorname{det}(A+B X)$. Therefore, in this case, the factorizations given by Theorems 2.2 and 2.4 are the same.

On the other hand, it is possible that $C=X A-D X+X B X$ and $B=$ $Y D-A Y+Y C Y$ are satisfied but $X$ and $Y$ are not inverses of each other. Indeed, observe that if

$$
M=\left(\begin{array}{c|c}
I & I \\
\hline 0 & 2 I
\end{array}\right),
$$

then $C=X A-D X+X B X$ with $X=0$ and $B=Y D-A Y+Y C Y$ with $Y=I$ and hence $X$ and $Y$ are not inverses of each other. But in this case, the factorizations given by Theorems 2.2 and 2.4 are the same.

In general, regardless of the parity of $n$, is it possible that both equations

$$
C=X A-D X+X B X, \quad \text { and } \quad B=Y D-A Y+Y C Y
$$

are satisfied and the factorizations given by Theorems 2.2 and 2.4 are not the same? We leave this question open for future research.

One way to obtain examples for Theorem 2.2 is by solving a system of matrix equations like the ones in the first section of this paper: $X A=D X$ and $C=X B X$, instead of the equation $C=X A-D X+X B X$. Alternatively, one may require the existence of a matrix $X$ such that $C=X A$ and $D X=X B X$. If this case occurs and $X \neq 0$, the determinant of $M$ turns out to be zero. The same happens with other pairs of equations, as the next proposition shows.

Proposition 2.5. Let $M$ be an $n \times n$ matrix. Assume $M$ is written as a block matrix of the form

$$
M=\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right)
$$

where $A$ is an $s \times s$ matrix, $B$ is an $s \times(n-s)$ matrix, $C$ is an $(n-s) \times s$ matrix and $D$ is an $(n-s) \times(n-s)$ matrix. Assume there exists an $(n-s) \times s$
matrix $X \neq 0$ or an $s \times(n-s)$ matrix $Y \neq 0$ such that one of the following four systems of equations hold:
(1) $C=X A$ and $D X=X B X$;
(2) $C=-D X$ and $X A=-X B X$;
(3) $B=Y D$ and $A Y=Y C Y$;
(4) $B=-A Y$ and $Y D=-Y C Y$.

Then $\operatorname{det}(M)=0$.
Proof. In the first case, observe that since $(D-X B) X=0$ and $X \neq 0$, then $D-X B$ is singular and hence $\operatorname{det}(D-X B)=0$. Applying Theorem 2.2, we obtain the desired result.

In the second case, observe that since $X(A+B X)=0$ and $X \neq 0$, then $A+B X$ is singular and hence $\operatorname{det}(A+B X)=0$. Again, applying Theorem 2.2, we obtain the desired result. The rest of the cases are proved similarly.

## 3. Two useful examples

As an application of some of the previous results, we obtain the following two corollaries, which we needed to obtain the results in [5].

Corollary 3.1. Let $n \in \mathbb{N}$ with $n \geq 2$ and consider the two $(n+1) \times(n+1)$ matrices

$$
A^{ \pm}=\left(\begin{array}{cccccccc}
t & r_{0} & 0 & 0 & \cdots & 0 & 0 & \pm r_{n} \\
r_{0} & t & r_{1} & 0 & \cdots & 0 & 0 & 0 \\
0 & r_{1} & t & r_{2} & \cdots & 0 & 0 & 0 \\
0 & 0 & r_{2} & t & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & t & r_{n-2} & 0 \\
0 & 0 & 0 & 0 & \cdots & r_{n-2} & t & r_{n-1} \\
\pm r_{n} & 0 & 0 & 0 & \cdots & 0 & r_{n-1} & t
\end{array}\right) .
$$

- If $n+1$ is odd, assume that $r_{j}=r_{n-j+1}$ for $j=1,2, \ldots, \frac{n}{2}$ (we make no assumption on $r_{0}$ ). Then the determinant of $A^{ \pm}$equals the product
$\operatorname{det}\left(\begin{array}{ccccccc}t \pm r_{0} & r_{1} & 0 & \ldots & 0 & 0 & 0 \\ r_{1} & t & r_{2} & \ldots & 0 & 0 & 0 \\ 0 & r_{2} & t & \ldots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & t & r_{\frac{n}{2}-1} & 0 \\ 0 & 0 & 0 & \ldots & r_{\frac{n}{2}-1} & t & r_{\frac{n}{2}}^{2} \\ 0 & 0 & 0 & \ldots & 0 & 2 r_{\frac{n}{2}} & t\end{array}\right) \operatorname{det}\left(\begin{array}{cccccc}t \mp r_{0} & r_{1} & 0 & \cdots & 0 & 0 \\ r_{1} & t & r_{2} & \cdots & 0 & 0 \\ 0 & r_{2} & t & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & t & r_{\frac{n}{2}-1} \\ 0 & 0 & 0 & \cdots & r_{\frac{n}{2}-1} & t\end{array}\right)$.
Observe that, if $n+1=3$, the matrix in the determinant in the right-hand-side of the expression above is the $1 \times 1$ matrix $\left(t \mp r_{0}\right)$.
- If $n+1$ is even, assume that $r_{j}=r_{n-j+1}$ for $j=1,2, \ldots, \frac{n-1}{2}$ (we make no assumption on $r_{0}$, nor on $\left.r_{\frac{n+1}{2}}\right)$. Then the determinant of
$A^{ \pm}$equals the product
$\operatorname{det}\left(\begin{array}{ccccccc}t \pm r_{0} & r_{1} & 0 & \ldots & 0 & 0 & 0 \\ r_{1} & t & r_{2} & \ldots & 0 & 0 & 0 \\ 0 & r_{2} & t & \ldots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & t & r_{\frac{n+1}{2}-2} & 0 \\ 0 & 0 & 0 & \ldots & r_{\frac{n+1}{2}-2} & t & r_{\frac{n+1}{2}-1} \\ 0 & 0 & 0 & \ldots & 0 & r_{\frac{n+1}{2}-1} & t+r_{\frac{n+1}{2}}\end{array}\right) \operatorname{det}\left(\begin{array}{ccccccc}t \mp r_{0} & r_{1} & 0 & \ldots & 0 & 0 & 0 \\ r_{1} & t & r_{2} & \ldots & 0 & 0 & 0 \\ 0 & r_{2} & t & \ldots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & t & r_{\frac{n+1}{2}-2} & 0 \\ 0 & 0 & 0 & \ldots & r_{\frac{n+1}{2}-2} & t & r_{\frac{n+1}{2}-1}^{2} \\ 0 & 0 & 0 & \ldots & 0 & r_{\frac{n+1}{2}} & t-r_{\frac{n+1}{2}}\end{array}\right)$.
Proof. We divide the proof in two cases.
Case $A^{+}$: First of all, let $Q$ be the $(n+1) \times(n+1)$ matrix:

$$
Q=\left(\begin{array}{ccccccc}
0 & 1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 1 & \ldots & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 0 & 1 \\
1 & 0 & 0 & 0 & \ldots & 0 & 0
\end{array}\right)
$$

It is straightforward to check that

$$
Q A^{+} Q^{-1}=\left(\begin{array}{cccccccc}
t & r_{1} & 0 & 0 & \cdots & 0 & 0 & r_{0} \\
r_{1} & t & r_{2} & 0 & \cdots & 0 & 0 & 0 \\
0 & r_{2} & t & r_{3} & \cdots & 0 & 0 & 0 \\
0 & 0 & r_{3} & t & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & t & r_{n-1} & 0 \\
0 & 0 & 0 & 0 & \cdots & r_{n-1} & t & r_{n} \\
r_{0} & 0 & 0 & 0 & \cdots & 0 & r_{n} & t
\end{array}\right)
$$

and hence $\operatorname{det}\left(Q A^{+} Q^{-1}\right)=\operatorname{det}\left(A^{+}\right)$.
By the hypothesis, $Q A^{+} Q^{-1}$ is centrosymmetric. We now apply Theorem 2.1 to obtain the desired result.
Case $A^{-}$: In this case, let $Q$ be the $(n+1) \times(n+1)$ matrix:

$$
Q=\left(\begin{array}{ccccccc}
0 & 1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 1 & \ldots & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 0 & 1 \\
-1 & 0 & 0 & 0 & \ldots & 0 & 0
\end{array}\right) .
$$

It is straightforward to check that

$$
Q A^{-} Q^{-1}=\left(\begin{array}{cccccccc}
t & r_{1} & 0 & 0 & \cdots & 0 & 0 & -r_{0} \\
r_{1} & t & r_{2} & 0 & \cdots & 0 & 0 & 0 \\
0 & r_{2} & t & r_{3} & \cdots & 0 & 0 & 0 \\
0 & 0 & r_{3} & t & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & t & r_{n-1} & 0 \\
0 & 0 & 0 & 0 & \cdots & r_{n-1} & t & r_{n} \\
-r_{0} & 0 & 0 & 0 & \cdots & 0 & r_{n} & t
\end{array}\right)
$$

and hence $\operatorname{det}\left(Q A^{-} Q^{-1}\right)=\operatorname{det}\left(A^{-}\right)$.
By the hypothesis, $Q A^{-} Q^{-1}$ is centrosymmetric. We now apply Theorem 2.1 to obtain the desired result.

The last result of this paper is now an immediate consequence of Theorem 2.1.

Corollary 3.2. Let $n \in \mathbb{N}$ with $n \geq 2$ and consider the two $(n+1) \times(n+1)$ matrices

$$
B^{ \pm}=\left(\begin{array}{cccccccc}
t \pm r_{0} & r_{1} & 0 & 0 & \cdots & 0 & 0 & 0 \\
r_{1} & t & r_{2} & 0 & \cdots & 0 & 0 & 0 \\
0 & r_{2} & t & r_{3} & \cdots & 0 & 0 & 0 \\
0 & 0 & r_{3} & t & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & t & r_{n-1} & 0 \\
0 & 0 & 0 & 0 & \cdots & r_{n-1} & t & r_{n} \\
0 & 0 & 0 & 0 & \cdots & 0 & r_{n} & t \pm r_{0}
\end{array}\right) .
$$

- If $n+1$ is odd, assume that $r_{j}=r_{n-j+1}$ for $j=1,2, \ldots, \frac{n}{2}$ (we make no assumption on $r_{0}$ ), then the determinant of $B^{ \pm}$equals the product

$$
\operatorname{det}\left(\begin{array}{cccccc}
t \pm r_{0} & r_{1} & 0 & \cdots & 0 & 0 \\
r_{1} & t & r_{2} & \cdots & 0 & 0 \\
0 & r_{2} & t & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & t & r_{\frac{n}{2}-1} \\
0 & 0 & 0 & \cdots & r_{\frac{n}{2}-1} & t
\end{array}\right) \operatorname{det}\left(\begin{array}{ccccccc}
t \pm r_{0} & r_{1} & 0 & \cdots & 0 & 0 & 0 \\
r_{1} & t & r_{2} & \cdots & 0 & 0 & 0 \\
0 & r_{2} & t & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & t & r_{\frac{n}{2}-1} & 0 \\
0 & 0 & 0 & \cdots & r_{\frac{n}{2}-1} & t & r_{\frac{n}{2}} \\
0 & 0 & 0 & \cdots & 0 & 2 r_{\frac{n}{2}} & t
\end{array}\right) .
$$

Observe that, if $n+1=3$, the matrix in the determinant in the left-hand-side of the expression above is the $1 \times 1$ matrix $\left(t \pm r_{0}\right)$.

- If $n+1$ is even, assume that $r_{j}=r_{n-j+1}$ for $j=1,2, \ldots, \frac{n-1}{2}$ (we make no assumption on $r_{0}$, nor on $\left.r_{\frac{n+1}{2}}\right)$, then the determinant of $B^{ \pm}$
equals the product
$\operatorname{det}\left(\begin{array}{cccccc}t \pm r_{0} & r_{1} & 0 & \cdots & 0 & 0 \\ r_{1} & t & r_{2} & \cdots & 0 & 0 \\ 0 & r_{2} & t & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & t & r_{\frac{n-1}{2}} \\ 0 & 0 & 0 & \cdots & r_{\frac{n-1}{2}} & t+r_{\frac{n+1}{2}}\end{array}\right) \operatorname{det}\left(\begin{array}{cccccc}t \pm r_{0} & r_{1} & 0 & \cdots & 0 & 0 \\ r_{1} & t & r_{2} & \cdots & 0 & 0 \\ 0 & r_{2} & t & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & t & r_{\frac{n-1}{2}} \\ 0 & 0 & 0 & \cdots & r_{\frac{n-1}{2}} & t-r_{\frac{n+1}{2}}\end{array}\right)$.
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