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Abstract

Recently, several high-performance instance segmentation models have used the Mask R-CNN model as a baseline, which

reached a historical peak in instance segmentation in 2017. There are numerous derived models using the Mask R-CNN model,

and if the performance of Mask R-CNN is improved, the performance of the derived models is also anticipated to improve. The

Mask R-CNN uses interpolation to adjust the image size, and the input differs depending on the interpolation method. Therefore,

in this study, the performance change of Mask R-CNN was compared when various interpolation methods were applied to the

transform layer to improve the performance of Mask R-CNN. To train and evaluate the models, this study utilized the

PennFudan and Balloon datasets and the AP metric was used to evaluate model performance. As a result of the experiment, the

derived Mask R-CNN model showed the best performance when bicubic interpolation was used in the transform layer.

Index Terms: Bicubic interpolation, Instance segmentation, Mask R-CNN, Transform layer

I. INTRODUCTION

Interest in deep learning vision started with classification.

In 2012, AlexNet [2], which builds a deep CNN [3], drew

widespread attention and many researchers have attempted to

develop deeper models since [4,5]. In 2016, ResNet [6], a

very deep model, demonstrated remarkable performance and

excellent results for image classification.

After the remarkable performance in image classification,

many researchers have begun to focus on object localization

with classification. Most object detection models use the

image feature extraction module by transferring learning from

a model with high classification performance [7]. Therefore,

the performance of the classification model also affects the

object detection performance. The R-CNN model [8] and

improved R-CNN models [9,10] led to successful results. In

addition to two-stage models, such as R-CNN series models,

one-stage models, such as YOLO [11,12], SSD [13,14], and

RetinaNet [15], have also shown good results.

Object detection can recognize whether objects belong to

the same class but not whether they are the same instance.

Real-world problems require the ability to distinguish not only

classes, but also instances. Therefore, by adding instance

information to object detection, research has been conducted

on instance segmentation that can recognize instances.

Mask R-CNN [1], a model for instance segmentation, out-

performed the Faster R-CNN [10] model, which in turn per-

formed best in the two-stage model [8-10]. Since then,

several models derived from Mask R-CNN have been pro-

posed [24-26]. Currently, the majority of the latest models

use the Mask R-CNN structure as a baseline and improve

their performance in various ways, such as using an improved
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backbone [27-30] or data augmentation [31]. Therefore, the

performance of the Mask R-CNN derivative models is

affected by the Mask R-CNN performance.

Mask R-CNN [1] is a family of R-CNN models [8] and is

directly derived from Faster R-CNN [10] models. The back-

bone of Mask R-CNN is a Feature Pyramid Network (FPN)

[32] structure.

The process and characteristics of Mask R-CNN are as fol-

lows. Features of the image are extracted by the FPN [32],

and the features are passed to the RPN (Region Proposal

Network). The RPN generates regions of interest (RoIs),

which are boxes of various sizes containing object location

information. For subsequent training, the extracted features

are scaled to the same size using the RoIs. In Faster R-CNN

[10], information is lost owing to quantization because the

feature size is changed using the RoIPool method. On the

other hand, Mask R-CNN prevents this information loss by

scaling the feature size using the RoIAlign method. After the

RoIAlign process, the network is divided into three branches,

namely: classification, bounding box regression, and mask.

The classification and bounding box regression branches had

the same structure as the Fast R-CNN. Mask R-CNN adds

mask branches in parallel to improve the speed and predict

pixel-level segmentation masks and utilizes a modified FCN

[21] structure. Using this structure, instance segmentation

can be performed both quickly and accurately.

In the early days of deep learning, researchers focused on

improving the performance through neural network model

structures. However, many researchers have recently recog-

nized the importance of data and are attempting to improve

AI performance through data preprocessing.

Before the image, which is the input data, is processed in

the backbone of Mask R-CNN, it is necessary to resize the

image to a fixed size.

In several cases, bilinear interpolation is used to create

images of the same size. Here, the Mask R-CNN resizes the

input image using bilinear interpolation. In this study, the

layer in which Mask R-CNN resizes the input image is

called the transform layer.

Therefore, this study compares the overall performance

change of Mask R-CNN when various interpolation methods

are used in the transform layer. To do this, bicubic (which

uses more pixels and has greater complexity than the bilin-

ear), nearest-neighbor (uses fewer pixels), and bilinear inter-

polation were applied to transform the layer and compare the

performance of Mask R-CNN.

The contribution of this study is to compare the perfor-

mance change of the model according to the interpolation

method and to determine which interpolation method can be

used to achieve the best performance.

II. Transform Layer in Mask R-CNN

The transform layer of Mask R-CNN is shown in Fig. 1. In

Mask R-CNN, the input image is passed through the trans-

form layer before being fed to the backbone. The purpose of

the transform layer is normalization and resizing.

A. Image Data Preprocessing

In the transform layer, input images are resized as follows:

• Normalization

• Size determination

• Interpolation

• Padding

• Batching

1) Size Determination and Interpolation

The process from normalization to interpolation is repre-

sented in Fig. 2.

Algorithm 1 presents the detailed procedure for determin-

ing the image size in a range of configured values. In Algo-

rithm 1, the variables min and max are set by a user and

represent the ranges of the image height and width. The

scale variable was determined based on the minimum size,

maximum size, height, and width. The saved scale variable

was then multiplied by the height and width of each image.

The multiplied height and width (described as w×scale and

h×scale in Algorithm 1) are the last numbers for determining

the output size of the interpolation.

Fig. 1. Interpolation in transform layer and Mask R-CNN structure.
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2) Padding and Batching

The height and width of the resized images by interpola-

tion were between the variable minimum size and maximum

size. However, it cannot be said that all these images are of

the same size. Therefore, before feeding these images to the

backbone module, they need to be unified into one size. This

process is illustrated in Fig. 3 and Algorithm 2.

First, it saves the best image size in the images that enter

the transform layer (function max_by_axis). After determin-

ing the maximum height and width, the images are quantized

by the unit size set by the user. The maximum image sizes

(mH and mW) from the max_by_axis function are not the

same as the quantized unit numbers, but are instead rounded

up. In the rounding-up case, zero-padding is used to fill the

blanks, after which images are unified in one size, and the

dimensions are batch size × channel number × height × width.

It is then ready to be moved to the backbone.

B. Diverse Interpolations for Transform Layer

Better input results in better models; thus, many research-

ers have tried to improve input by data preprocessing.

The inputs of the Mask R-CNN are scaled images. In the

transform layer, the input images are scaled, and the images

are passed to the backbone of the Mask R-CNN. Therefore,

to improve the performance of Mask R-CNN, it is necessary

to improve the input image generation process.

Given that Mask R-CNN uses interpolation to scale the

images, the input images are determined by an interpolation

method. Image interpolation refers to the calculation of pixel

values at missing locations due to scaling. Usually, in image

processing, nearest-neighbor, bilinear, and bicubic interpola-

tions are used to scale an image. Therefore, this study used

these three interpolations (nearest-neighbor, bilinear, bicu-

bic) to compare the performance of Mask R-CNN. The char-

acteristics of each method are as follows:

Nearest-neighbor interpolation is the simplest method and

selects and interpolates the values of the nearest (closest)

pixels. However, this method does not consider the values of

neighboring pixels.

Bilinear interpolation is well known, intuitive, easy to

implement, and interpolates two variables using repeated lin-

Fig. 3. The overall process of padding and batching.

Algorithm 2. The detailed process of padding

Input: resized images

Output: unified-size images

1. mW, mH ← max_by_axis (images)

2. qW, qH ← quantization (mW, mH, Unit)

3. images ← fill_zero (images, qW, qH)

4. return unified-size images

Fig. 2. The process from normalization to interpolation.

Algorithm 1. The detailed procedure of determining image size

Input:   image, min, max

Output: resized image

1. imax ← max (w, h)

2. imin ← min (w, h)

3. scale ← min / i
min

4. if (scale×i
max

) > max then

5.  scale ← max / i
max

6. end if

7. image ← interpolation (image, w×scale, h×scale)

8. return resized image
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ear interpolation. It is performed using linear interpolation,

first in one direction and then again in the other direction.

Each step is linear, but the overall interpolation is quadratic.

Bilinear interpolation is a basic resizing technique used for

computer vision and image processing. However, it has a

disadvantage in that it uses a small number of pixels to fill

blank pixels.

Bicubic interpolation is an extension of cubic interpolation

for interpolating data points in two-dimensions. The interpo-

lated values are more accurate (natural) than the values

obtained by bilinear interpolation or nearest-neighbor inter-

polation. Bicubic interpolation can be performed using Lagrange

polynomial, cubic spline, or cubic convolution algorithms. In

image resizing, bicubic interpolation is often the preferred

choice over bilinear or nearest-neighbor interpolation when

speed is not an issue because images with bicubic interpola-

tion are smoother and less noisy.

C. Training Stage

Normalization was used for data pre-processing. Here

[0.485, 0.456, 0.406] was set for each channel as the mean

value, and [0.229, 0.224, 0.225] was set as the standard devi-

ation. These values were calculated the ImageNet [35] data-

set.

For the total loss calculation, the sum of the bounding box,

classification, and mask losses were used [1]. In classifica-

tion loss, cross-entropy [36] is used to calculate the values

from softmax. In the mask loss, binary cross-entropy is used

for each instance value.

The layers in the model were initialized by Kaiming He

initialization [37], excluding the backbone. For the optimiza-

tion, a learning rate of 0.005, a momentum of 0.9, and a

weight decay of 0.0005 was used. A batch size of four units

per GPU was used. One GPU was used for training; there-

fore, the total batch size was four. Resnet-50-FPN, where 50

indicates the number of layers [6, 32] and a pretrained back-

bone [7] on ImageNet [35] were also used. Table 1 lists the

Mask R-CNN settings.

III. EXPERIMENT

The model performance was evaluated by changing the

interpolation of the Mask R-CNN transform layer module to

bicubic, nearest, or bilinear.

Various metrics can be used to evaluate object detection

[38]. In this study, well-known mean Average Precision

(mAP) metrics were used.

There are bounding box AP and mask AP for evaluating

the bounding box and mask, respectively. Each metric has

AP, AP50, and AP75 with different thresholds (AP50: thresh-

old >50, AP75: threshold >75, AP: average from AP50 to

AP95 in increments of five).

A. Experimental Environment and Dataset

A system comprising of an NVIDIA RTX 2080Ti (GPU

memory:11016MiB) GPU and 32 GB RAM was used to run

the evaluations and the Pytorch framework [34] was used to

implement the models.

The PennFudan and Balloon datasets [39,40], both of

Table 1. Model setting

Data preprocessing normalization

Loss function

bounding box loss +

classification loss +

mask loss

Weight initialization Kaiming He [37]

Learning rate 0.005

Momentum 0.9

Weight decay 0.0005

Batch size 4/GPU

Fig. 4. Bounding box AP on PennFudan (X axis: epochs).
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which provide annotations for instance segmentation, were

utilized in this study. Since these two datasets are relatively

small, it is good to quickly experiment with the effect of the

interpolation method. The PennFudan dataset contains only a

pedestrian class. When learning, the total number of classes

was two, including the background. The total number of

images was 100, with 50 used as the test set. Similarly, the

balloon dataset contains only one balloon class. When learn-

ing, the total number of classes was two, including the back-

ground. The total number of images was 62, with 13 used as

the test dataset.

C. Experimental Results and Analysis

Experimental results on PennFudan and Balloon are shown

in Fig. 4, Fig. 5, Table 2, and Table 3.

The bicubic model outperformed the bilinear and nearest

models for the six metrics in both datasets. In many cases,

the bilinear model outperformed the nearest model. In the

Balloon dataset AP75, the difference between the bilinear

model and the closest model was very small. For AP75 with

a high threshold, there was no significant difference between

the bilinear and nearest interpolation.

To obtain excellent results, all models must be able to

extract good features. Bicubic interpolation creates more

accurate input images than the other interpolation methods,

enabling better features to be extracted. In other words,

using the bicubic interpolation method means that better fea-

tures can be extracted from better input images, thereby

improving the performance of the model.

Therefore, it is better to use bicubic interpolation to obtain

the best results from a model that uses interpolation. How-

ever, the bicubic interpolation method has the disadvantage

of requiring a long time owing to the large number of calcu-

lations required compared to other interpolation methods.

IV. CONCLUSIONS

Mask R-CNN is widely known as a baseline for instance

segmentation. The interpolation performed by the Mask R-

CNN transform module affects the performance of the Mask

R-CNN. Therefore, this study tested the performance change

of the Mask R-CNN when various interpolation methods

were used.

Three interpolation methods (bilinear, nearest, and bicu-

bic) were used in the experiment, and the Penn-Fudan and

Balloon datasets were used. The results of the experiment

showed that the double cubic method was the best among all

tested cases and in most cases, the bilinear method yielded

better results than the nearest-neighbor method.

When studying a Mask R-CNN-based derived model, a

performance improvement can be expected if the interpola-

tion method is changed from bilinear to bicubic in the trans-

form layer.
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