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Original Article

Objectives: Rwanda reported a stunting rate of 33% in 2020, decreasing from 38% in 2015; however, stunting remains an issue. Glob-

ally, child deaths from malnutrition stand at 45%. The best options for the early detection and treatment of stunting should be made 

a community policy priority, and health services remain an issue. Hence, this research aimed to develop a model for predicting stunt-

ing in Rwandan children.

Methods: The Rwanda Demographic and Health Survey 2019-2020 was used as secondary data. Stratified 10-fold cross-validation 

was used, and different machine learning classifiers were trained to predict stunting status. The prediction models were compared us-

ing different metrics, and the best model was chosen.

Results: The best model was developed with the gradient boosting classifier algorithm, with a training accuracy of 80.49% based on 

the performance indicators of several models. Based on a confusion matrix, the test accuracy, sensitivity, specificity, and F1 were cal-

culated, yielding the model’s ability to classify stunting cases correctly at 79.33%, identify stunted children accurately at 72.51%, and 

categorize non-stunted children correctly at 94.49%, with an area under the curve of 0.89. The model found that the mother’s height, 

television, the child’s age, province, mother’s education, birth weight, and childbirth size were the most important predictors of stunt-

ing status.

Conclusions: Therefore, machine-learning techniques may be used in Rwanda to construct an accurate model that can detect the 

early stages of stunting and offer the best predictive attributes to help prevent and control stunting in under five Rwandan children.

Key words: Machine learning, Prediction, Under-5 children, Stunting, Rwanda

Received: August 30, 2022 Accepted: December 15, 2022
Corresponding author: Similien Ndagijimana
African Centre of Excellence in Data Science, University of Rwanda, 
P.O Box 4285 Kigali, Rwanda
E-mail: similienn@gmail.com

This is an Open Access article distributed under the terms of the Creative Commons 
Attribution Non-Commercial License (https://creativecommons.org/licenses/by-
nc/4.0/) which permits unrestricted non-commercial use, distribution, and repro-
duction in any medium, provided the original work is properly cited.

INTRODUCTION 

In 2020, 149.2 million under-5 children were stunted global-
ly, and Africa accounted for 40% of them [1]. Although the 
global number of stunted children has decreased considerably 
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since 1990, Africa is the only region where the number of stunt-
ed children has increased despite a drop in the prevalence of 
stunting [2,3]. Stunting in children under the age of 5 remains 
an issue in Rwanda, despite the government’s tremendous suc-
cess in reducing infant mortality. Stunting in children under 
the age of 5 has decreased significantly over the last 15 years, 
according to the Rwanda Demographic and Health Survey 
(RDHS), with the prevalence of stunting decreasing from 51% 
in 2005 to 38% in 2015 and 33% in the most recent RDHS 2019-
2020 reports; however, the prevalence of stunting remains 
high [4]. 

Educational level, maternal demographics, nutrition and 
health condition, family size, and assets have all been shown 
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to influence nutrition and health outcomes for children, includ-
ing stunting [5]. Sex, underweight, infections, low-quality breast-
feeding from impoverished mothers, and a lack of dietary di-
versity appear to be individual variables that contribute to child 
stunting [6]. Childhood stunting has been demonstrated to be 
influenced by geophysical circumstances. The distance to the 
main road and the market have both been used to signify how 
well a property is linked to markets where food may be pur-
chased and sold. Household altitude has also been linked to 
the risk of childhood stunting [7]. The surge in stunting is due 
to the appalling rate of undernutrition in the region. Agricul-
ture, education, social protection, water, sanitation, and hy-
giene are just a few of the sectors that have long been recog-
nised as essential for better nutrition. Therefore, the “all hands 
on deck” strategy was employed [3]. 

Most of the relevant literature in Rwanda has used statistical 
analysis methods, probability strategies, nearest neighbour 
techniques, logical analysis, comparison techniques, logistic 
regression, descriptive analysis, and association rules [5,8]. The 
literature on the use of data science approaches is scarce. These 
strategies are used to analyse traits or qualities that are chosen 
based on prior information or logical inference. Hence, it would 
be fascinating to investigate whether machine learning (ML) 
techniques can duplicate earlier traits and/or generate new 
features that require the attention of academics and policy-
makers [9].

Several data science and ML approaches have recently been 
employed in the healthcare industry to detect hidden patterns 
in nutritional data. The main purpose of these techniques is to 
offer relevant information to healthcare decision-makers and 
policymakers so that the nutritional status of children under 
the age of 5 may be properly determined. ML and data science 
are currently key contributors to predicting and monitoring 
patient outcomes [10]. Hence, developing a model capable of 
predicting stunting in Rwandan children is crucial, so that the 
best alternatives for early diagnosis, detection, and treatment 
of stunting can be made a policy priority for the community 
and health services. Furthermore, few published studies have 
used ML approaches to predict childhood stunting in Rwanda 
based on cross-sectional health survey data, necessitating the 
conduct of this research [11]. Factors influencing stunting 
have been identified in different countries, even in Rwanda, by 
using existing statistical approaches; thus, there is a need to 
identify the factors influencing malnutrition using the ML ap-
proach [11]. 

The main goal of this article is to use ML approaches to de-
velop the most accurate predictive model of stunting among 
Rwandan children under the age of 5 by identifying the risk 
factors for stunting among Rwandan children under the age 
of 5, determining the association between stunting status and 
the identified risk factors among children under the age of 5, 
and developing predictive models of stunting among children 
using different ML algorithms.

METHODS

Study Design and Source of Data 
The RDHS is a household survey that is nationally represen-

tative and collects data for a wide range of population, health, 
and nutrition-related monitoring and impact evaluation indi-
cators. Therefore, this research is a secondary data analysis of 
the RDHS 2019-2020, which included a total of 4052 children 
under the age of 5. Height and weight measurements were 
obtained from 3814 eligible children under the age of 5, with 
a validity of height for age measurements of 99.7% [4]. 

Description of Variables
Outcome variable 

In this study, the outcome variable was stunting status, which 
was classified according to World Health Organization (WHO) 
guidelines. Children’s nutritional status was categorised into 
three ordinal categories based on height for age z-scores, as 
follows: -3.0 standard deviations (SD): severely stunted; be-
tween 3.0 SD and -2.0 SD: moderately stunted, and above  
-2.0 SD: nourished. These values were derived using the medi-
an values and SDs of the WHO child growth guidelines [12]. 
Generally, children with z-scores less than -2.0 SD are classified 
as stunted.

Explanatory variables 
The explanatory variables that were associated with stunt-

ing were child, parental and household characteristics, as 
summarized in Table 1. The categories of explanatory variables 
provided by the RDHS were used [4].

Data Pre-processing and Transformation
Data pre-processing is the practice of preparing raw data to 

be comprehensible and usable for analysis. It is made up of 
several phases, including data cleaning, integration, transfor-
mation, and reduction [13]. The process of dealing with miss-
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ing values or incomplete data within a dataset was character-
ised in this study as data cleaning. Missing values were calcu-
lated with the k-nearest-neighbours imputer, which reduces 
data similarity when compared to the Euclidean distance [14]. 
The process of changing the format or structure of data in or-
der to prepare it for analysis is known as data transformation. 
Furthermore, the synthetic minority over-sampling technique 
(SMOTE) was used to address class imbalance in the target 
variable by oversampling the minority class by taking each 
sample from it and providing synthetic examples along the 
line segments connecting any or all of the minority class k’s 
nearest neighbours [15]. 

Statistical Analysis
The Pearson chi-square test and the point biserial correlation 

matching 95% confidence levels were used to establish the 
link between independent factors and the dependent variable 
using Python as statistical software. A p-value less than 0.05 
was considered as statistically significant in this study. Models 
were constructed using ML methods, and all models were 
trained and assessed using a stratified k-fold cross-validation 
methodology to measure the performance of the ML algo-
rithms on the dataset. Finally, feature importance was used to 
define the contribution of features in the best model. The 
learning dataset is partitioned into k disjoint subgroups of ap-

Table 1. Explanatory factors measured and recorded for use in the analysis

Variables Description Categories

Variables related to a child’s characteristics

Baby_ age Age of the child (mo) 0: <6, 1: 6-11, 2: 12-23, 3: 24-35, 4: 36-47, 5: 48-59

Sex Sex of the child 0: female, 1: male

Size of a child Size of the child at birth 0: large, 1: average, 2: small

Birthweight The weight of the child at birth (kg) 0: ≥2.5, 1: <2.5

Breastfeeding start Time when the child starts breastfeeding 0: within the first hour, 1: 1-24 hr, 1-2: 30 day

Presence of diarrhoea The child had diarrhoea in the last 2 wk 0: no, 1: yes

Duration of breastfeeding Duration of breastfeeding 0: ever breastfed, not currently breastfeeding, 1: never 
breastfed, 2: still breastfeeding

Intestinal parasite Drugs for intestinal parasites in the last 6 mo 0: no, 1: yes

Variables related to the child’s mother

Maternal age Age of the mother (y) 0: <  18, 1: 19-35, 2: >35 

Maternal education Education level of the mother 0: no education, 1: primary, 2: secondary or higher

Maternal anaemia Anaemia status the of mother 0: not anaemic, 1: anaemic

Mother_ occupation Mother currently working 0: no, 1: yes

Marital_ status Mother’s marital status 0: single, 1: married, 2: separated

Mother_ height Respondent’s height in centimetres (cm) 0: <160, 1: ≥160

Mothers_ BMI Mothers body mass index 0: underweight, 1: healthy, 2: overweight, 3: obese

Antenatal No. of antenatal visits during pregnancy 0: no antenatal care, 1: 1-4 antenatal care visits, 2: more 
than 5 antenatal care visits

Variables related to households

Residence Type of place of residence of the child 0: rural, 1: urban

Wealth index Combined wealth index 1: poor, 2: middle: 3: rich

Source of drinking water Source of drinking water in the household 0: unimproved, 1: improved

Toilet facilities Type of toilet facilities in the household 0: unimproved, 1: improved

No. of children under 5 y in the household All children in the household under 5 y old 0: 1, 1: 2, 2: 3+

Place of delivery Distribution of live births by place of delivery 0: other, 1: delivery at home, 2: delivery at health facility

Province Region 0: Kigali, 1: south, 2: east, 3: west, 4: north

Television The household has a television 0: no, 1: yes

Reading Frequency of reading newspapers or magazines 0: ever, 1: reading

Radio The household has a radio 0: no, 1: yes 

Altitudes Cluster altitude (m) 0: ≤2000, 1: >2000 

BMI, body mass index.
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proximately equal size using stratified random sampling to 
maintain the same class distribution in each subset in strati-
fied k-fold cross-validation [16]. The model was trained on a 
k–1 subset of the training set, and the remaining subset was 
utilised to test performance. This procedure was repeated until 
each of the k subsets served as both a validation and a train-
ing set, implying that all possible observations from the entire 
dataset had been trained and tested, resulting in lower vari-
ance within the set estimator and, as a result, less bias in the 
true rate estimator [17].

Feature selection
Feature selection is a key phase in data science pre-process-

ing that involves selecting a subset of the original feature 
spaces based on discriminating capabilities to improve data 
quality. To acquire significant information in a dataset for a 
certain objective, feature selection approaches have been 
widely employed. There are 2 types of feature selection: super-
vised feature selection and unsupervised feature selection 
[18]. This study used chi-square supervised feature selection. 

ML algorithms
Based on algorithms, which are sets of mathematical meth-

ods that define the relationships between variables, ML ap-
proaches are divided into 2 categories: supervised and unsu-
pervised [19]. The researcher used supervised learning tech-
niques to train the model on a variety of risk variables. When 
the algorithm was effectively trained, it could predict outcomes 
when applied to new data. A classification algorithm is a form 
of model that generates discrete categories [19]. The following 
supervised ML algorithms were used in this study: support 
vector machines, naïve Bayes, random forest, logistic regres-
sion, and extreme gradient boosting.

Model evaluation
Model evaluation was performed to see how well the classi-

fication model worked and how well it classified data. In this 
study, a confusion matrix and receiver operating characteristic 
(ROC) curve were used to assess algorithm performance using 
various metrics such as accuracy, sensitivity, specificity, F1 
score, and area under the curve (AUC). The confusion matrix is 
a condensed table that is used to assess a classifier’s perfor-
mance using data about actual and expected values [20,21]. 

Table 2. The bivariate study of stunting and the distribution 
of respondents’ characteristics

Characteristics Total 
Stunting status

p-valueNot 
stunted Stunted  

Baby_age (mo) <0.001

<6 376 (9.9) 311 (82.7) 65 (17.3)

6-11 417 (10.9) 327 (78.4) 90 (21.6)

12-23 784 (20.6) 499 (63.6) 285 (36.4)

24-35 786 (20.6) 464 (59.0) 322 (41.0)

36-47 731 (19.2) 454 (62.1) 277 (37.9)

48-59 720 (18.9) 487 (67.6) 233 (32.4)

Size of the child at a birth <0.001

Large 1211 (31.6) 885 (73.0) 326 (27.0)

Average 2037 (53.4) 1350 (66.3) 687 (33.7)

Small 556 (14.8) 307 (55.2) 249 (44.8)

Birthweight (kg) <0.001

≥2.5 3590 (90.5) 2446 (68.1) 1144 (31.9)

<2.5 224 (5.9) 96 (42.8) 128 (57.2)

Maternal education <0.001

No education 456 (11.9) 244 (53.5) 212 (46.5)

Primary 2489 (65.3) 1610 (64.7) 879 (35.3)

Secondary or higher 872 (22.9) 690 (79.1) 182 (20.9)

Mother_height (cm) <0.001

<160 2729 (71.6) 1652 (60.5) 1077 (39.5)

≥160 1085 (28.5) 890 (82.0) 195 (18.0)

Type of place of residence <0.001

Rural 3024 (79.3) 1911 (63.2) 1113 (36.8)

Urban 790 (20.7) 631 (79.9) 159 (20.1)

No. of children under 5 y in a household 0.003

1 2109 (55.3) 1444 (68.5)  665 (31.5)

2 1507 (39.5) 984 (62.9)  523 (37.1)

≥3 198 (5.2) 114 (57.6)  84 (42.4)

Province <0.001

Kigali 430 (11.3) 339 (78.8) 91 (21.2)

South 878 (23.0) 598 (68.1) 280 (31.9)

East 920 (24.1) 647 (70.3) 273 (29.7)

West 975 (25.6) 590 (60.5) 385 (39.5)

North 611 (16.0) 368 (60.2) 243 (39.8)

Television <0.001

No 3281 (86.0) 2068 (63.0) 1213 (37.0)

Yes 533 (14.0) 474 (88.9) 59 (11.1)

Altitude (m) <0.001

≤2000 3143 (82.4) 2178 (69.3) 965 (30.7)

>2000 671 (17.6) 364 (54.2) 307 (45.8)

Total 3814 (100) 2542 (66.6) 1272 (33.3)

Values are presented as number (%).
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Ethics Statement 
No ethics approval was required since we conducted an 

analysis using publicly available data.

RESULTS 

Descriptive Results 
The supervised feature selection using the chi-square meth-

od was performed before the analysis. Based on the p-value, 
10 factors were chosen that contributed to stunting and had 
the highest relative importance out of the 29 factors initially 
included. Table 2 summarizes the results of the participants’ 
background characteristics. A total of 3814 children aged  
0-59 months were enrolled in the study, and 33.35% of those 
children were stunted. In general, stunting was distributed by 
age, with the most afflicted age groups being 24-35 months, 
36-47 months, and 12-23 months, with respective prevalence 
rates of 41.0%, 37.9%, and 36.4%. The child-size factor was sta-
tistically significant; children born tiny were more likely to be 
stunted, with a frequency of 44.8%. Birth weight also affected 
children’s stunting status; children born with birth weights less 
than 2.5 kg were more likely to be stunted, with a prevalence 
of 57.2%, whereas children born with birth weights more than 
2.5 kg had a stunting prevalence of 31.9%. 

Mothers with no formal education were more likely to give 
birth to stunted children, at a prevalence of 46.5%, and the 
primary and secondary or higher education of a mother also 
showed an association with the stunting prevalence (35.3 and 
20.9%, respectively). The height of the mother influenced the 
stunting status of children; mothers with a height greater than 
160 cm were less likely to have stunted children, with a preva-
lence of 18.0%, while those whose height was less than 160 
cm were more likely to have stunted children, with a preva-
lence of 39.5%. Children from rural areas were more likely to 
be stunted than those from urban areas, with a prevalence of 

36.8% and 20.1% respectively.
The city of Kigali had a lower prevalence of stunting (21.2%) 

than other provinces. Media use was also identified as the risk 
factor for stunting in this study; for example, factors such as 
having a television were statistically significant. Of children who 
did not watch television, 37.0% were stunted, versus 11.1% of 
those who watched television. Altitude was a statistically sig-
nificant factor, as households located at an altitude less than 
2000 m had fewer stunted children (30.7%), while those who 
lived at an altitude greater than 2000 m were more likely to be 
stunted, at a prevalence of 45.8%.

The Findings of Predictive Models and  
Comparisons Using Different Metrics
The results of predictive models

To develop models for identifying stunting status based on 
factors that showed statistical differences between the two 
groups of stunting status, different ML methods were used. A 
confusion matrix and ROC analysis were used to present the 
prediction results with performance parameters for each of 
the ML algorithms on the test dataset. Before the analysis, a 
class imbalance was found between the stunted children and 
non-stunted children (1272 and 2542, respectively). The class-
es were balanced to 2542 each using SMOTE. The results are 
summarised in Table 3, which shows the performance of dif-
ferent predictive models. 

The best performance model
The comparative performance of classification algorithms 

was evaluated in terms of the training accuracy, the test accu-
racy, the sensitivity, specificity, and the F1. The gradient boost-
ing classifier algorithm yielded the best model, with the high-
est performance measures for the prediction of stunting status 
among children aged 0-59 months compared to the other al-
gorithms used in this study, as seen in Table 3. 

Table 3. The prediction performance results with machine learning algorithms 

Variables Training accuracy Test accuracy Precision Recall F1 AUC

Logistic 68.27 66.34 63.43 77.17 69.63 71

Random forest classifier 76.92 76.18 69.28 94.09 79.08 84

Support vector machine 75.98 73.03 66.67 92.13 77.36 84

Naïve Bayes 67.07 67.32 63.10 83.46 77.36 74

Extreme gradient boosting 81.62 79.13 72.29 94.49 81.91 89

Gradient boosting 80.49 79.33 72.51 94.49 82.05 89

Values are presented as percentage. 
AUC, area under the curve.
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The most predictive features
The next step in the modelling process was to determine 

the feature relevance in the prediction of stunting in children 
aged 0-59 months. The chi-square method was used for fea-
ture selection since the literature showed it to be the most 
successful technique for aggressive term reduction, removing 
up to 90% of terms while maintaining category accuracy and 
was among the best feature selection methods [22]. 

 The feature significance rates demonstrated the role of each 
feature in the prediction of stunting. In this study, the best 
method (gradient boosting classifier) demonstrated that all 

characteristics in the model contributed to the prediction of 
stunting status, with each category of variables contributing 
positively or negatively to predicting the risk of children being 
stunted or non-stunted. This model determined that the moth-
er’s height, watching television, the baby’s age, province, size 
at childbirth, and mother’s education were the most impor-
tant predictors of stunting status. Figure 1 depicts the role of 
each trait in predicting stunting status in both stunted and 
non-stunted children.

Figure 2 shows the characteristics that had a greater effect 
in predicting stunted children than in predicting non-stunted 
children, as well as descriptions of these features. It also de-
scribes the contribution of features that were useful for pre-
dicting stunted children, such as the mother’s height being 
less than 160 cm, living in the Southern and Western provinc-
es, and living in households without television.

DISCUSSION 

This work contributed to the advancement of knowledge 
about the prediction of stunting in children aged 0-59 months. 
Using chi-square feature selection, risk factors for stunting 
were identified; among the top 10 were birth weight, the 
child’s age, and the child’s size at birth. The mother’s height, 
and mother’s education, the presence of a television, the place 
of residence, and the province were observed as risk factors 
for stunting, as shown in Figure 1.

In this study, 10-fold cross-validation was used to train mod-
els, and 6 different ML methods (logistic regression, random 
forest, support vector machine, naïve Bayes, extreme gradient 
boosting, and gradient boosting) were used to predict stunt-
ing status based on substantially linked features, since 10-fold 
cross-validation was identified as the best method [16]. The 
predictive models were also evaluated based on their 5 related 
performance characteristics, with the top-performing model 
chosen, as discussed above in model evaluation section. 

In this study, the gradient boosting classifier significantly 
outperformed other ML algorithms used in the prediction of 
stunting status, correctly classifying all children at 80.49%, 
identifying stunted children at 79.33%, and having the high-
est discriminating power to differentiate stunted and non-
stunted children at 94.49% (Table 3). This is confirmed by the 
findings from other related studies, which revealed that gradi-
ent boosting was the best-performing model [16,23]. In addi-
tion, the gradient boosting classifier identified the important 

Figure 1. Features importance from the best model (gradient 
boosting classifier).
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Mother height ≥160 cm

Baby age <6 mo
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Baby age 12-23 mo
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Baby age 48-59 mo

Child size small
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predictive factors that contributed to the prediction of stunt-
ing status among children aged 0-59 months through the fea-
ture importance methodology as shown in Figure 1. 

 Generally, as shown in Figure 2, several features contributed 
to the prediction, but the most strongly contributing factor 
was the mother’s height being less than 160 cm. The mother’s 
height is an important indicator that may reflect a combina-
tion of the mother’s genetics and the nutritional and environ-
mental factors she experienced during her childhood [24]. 
Television exposure in young children has been found to affect 
their language and cognitive development, and television is 
an important tool for most people, young and old, as most in-
formation is now delivered to the public via this technology 
[25]. Stunting was most common in babies from 24 months to 
35 months of age, and stunting has been associated with poor 
nutrition and recurrent episodes of illness within the first 1000 
days of a child’s life. Recent studies in South Africa, however, 
revealed that the risk of stunting among preschool children 
rose with age, with older children (12-59 months) being more 

likely to be stunted than their younger counterparts [25]. The 
mother’s education is also very important in predicting stunt-
ing; research has shown that when a mother’s education level 
increases, so does her child’s nutritional quality [26]. 

The size of the child at birth was identified as a risk factor for 
stunting in children, and monitoring the nutritional status of 
the mother during pregnancy is therefore highly recommend-
ed [26]. Several studies have revealed that children from high 
altitudes are most likely to be stunted, as was also confirmed 
by this study [27]. Birth weight is among the risk factors con-
tributing to stunting. The birth weight for children with low 
birth weight are viable strategies to solve Rwanda’s childhood 
stunting problem. The ML techniques were revealed as the 
most useful methods of predicting the presence or absence of 
stunting among children. This study also confirmed that ML 
approaches outperformed the usual logistic regression model 
in terms of predictive performance [23].

 It is important to be aware of and to take into account the 
limitations of this study. It was impossible to demonstrate any 

Stunted

Figure 2. Feature importance from the best model in predicting stunted children.
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causal linkages since the prediction models relied on cross-
sectional data (from the RDHS), making it difficult to separate 
cause from effect. For instance, stunting may be both a cause 
and a consequence of anaemia. There were no accessible clini-
cal and in-depth factors pertaining to mothers’ and children’s 
nutritional consumption or personal hygiene habits. Due to 
the lack of a clear selection of algorithms in ML modelling, the 
researcher made decisions based on the literature and subjec-
tive judgment. Despite the aforementioned drawbacks, there 
is evidence that, because of ML algorithms’ superior process-
ing capability, they can be used to predict children’s stunting 
status based on socioeconomic and health-related factors. 

In conclusion, certain notable strengths are highlighted in 
this study, which identified a collection of critical predictors of 
stunting status among under-5 Rwandan children. Among the 
models developed using ML techniques, the gradient boost-
ing classifier performed best, with the highest classification 
accuracy in predicting stunting in Rwandan children and the 
highest discriminating power of stunted versus non-stunted. 
Eliminating treatment-related errors aids the healthcare in-
dustry in improving diagnostic accuracy and treatment suc-
cess. ML algorithms can be useful in screening children’s stunt-
ing status, reducing manual efforts in diagnosis, and facilitat-
ing the early diagnosis of stunting, according to this study. 
However, it cannot replace physicians’ perceptions and inter-
pretive abilities, although the most predictive features can aid 
in the prevention and control of stunting among Rwandan 
children aged 0-59 months. 

The findings might be used and implemented by policy-
makers and healthcare practitioners in the treatment of stunt-
ed children. Policymakers should develop policies that assist 
mothers in receiving vital nutrition education about how to 
feed their children a balanced diet, as well as programs that 
encourage females to exclusively breastfeed their infants. 
Therefore, ML techniques may be used in Rwanda to construct 
an accurate model that can detect the early stages of stunting 
and offer the best predictive attributes to help in the preven-
tion and control of stunting in Rwandan children under the 
age of 5. More studies using ML to predict children’s outcomes 
are recommended. 
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