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Biometric identification of Black Bengal goat: unique iris pattern 
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Objective: Iris pattern recognition system is well developed and practiced in human, however, 
there is a scarcity of information on application of iris recognition system in animals at the 
field conditions where the major challenge is to capture a high-quality iris image from a 
constantly moving non-cooperative animal even when restrained properly. The aim of the 
study was to validate and identify Black Bengal goat biometrically to improve animal 
management in its traceability system. 
Methods: Forty-nine healthy, disease free, 3 months±6 days old female Black Bengal goats 
were randomly selected at the farmer’s field. Eye images were captured from the left eye of 
an individual goat at 3, 6, 9, and 12 months of age using a specialized camera made for 
human iris scanning. iGoat software was used for matching the same individual goats at 3, 
6, 9, and 12 months of ages. Resnet152V2 deep learning algorithm was further applied on 
same image sets to predict matching percentages using only captured eye images without 
extracting their iris features.
Results: The matching threshold computed within and between goats was 55%. The accur-
acies of template matching of goats at 3, 6, 9, and 12 months of ages were recorded as 
81.63%, 90.24%, 44.44%, and 16.66%, respectively. As the accuracies of matching the 
goats at 9 and 12 months of ages were low and below the minimum threshold matching 
percentage, this process of iris pattern matching was not acceptable. The validation 
accuracies of resnet152V2 deep learning model were found 82.49%, 92.68%, 77.17%, 
and 87.76% for identification of goat at 3, 6, 9, and 12 months of ages, respectively after 
training the model. 
Conclusion: This study strongly supported that deep learning method using eye images 
could be used as a signature for biometric identification of an individual goat. 

Keywords: Biometric Identification; Black Bengal Goat; Deep Learning; Goat Identification; 
Iris Image; Iris Pattern Matching

INTRODUCTION

Of late biometric identification is very vital in this digital era. Animal identification is one 
of the essential components in traceability. Animal identification facilitates registration of 
animals covering date of birth, breed information and production record, recording of 
authorized animal movements, national herd management, payment of appropriate grants, 
subsidies, insurance claimand a vital tool in animal ownership issue and tracing diseased 
animals of public and animal health concern [1]. Identification of farm animals is still a 
challenge at the field level. The traditional methods for animal identification such as ear 
tagging, branding, and tattooing, toe clipping, ear notching have been widely used but are 
susceptible to tissue damage, loss or steal [2,3]. Radio frequency identification devices 
have recently been proposed for traceability purpose [4,5]. But external RF devices are 
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susceptible to theft, tampering, and injury while internal de-
vices are invasive and difficult to maintain. Although DNA 
based identification system is perfect [6], it requires a long 
time with the involvement of high cost. Considering the 
welfare of the animals directly relating with the productivity, 
the researchers are tempted to use non- invasive, painless 
biometric method for the identification of the farm animals. 
The coat pattern of animals is the most recognizable biometric 
marker. For example, certain body stripes identify zebras and 
tigers; unique spot patterns recognize cheetahs and African 
penguins carry etc. Biometrics methods such as retina [7], 
muzzle [8], face [9] have also been tested in animal identifi-
cation. The recognition rate of retina, muzzle and face is still 
unsatisfactory.
 Iris recognition may be a new biometric technology for 
the identification of an individual livestock animal in terms 
of identification and verification purposes since there is vast 
pattern variability among different individuals. Daugman 
[10] was the pioneer in the field of iris recognition. The iris, 
as an internal (yet externally visible) organ of the eye, re-
mains safe from the environment and remains intact over 
the time. Iris scanning is a rapid method to capture image 
digitally. Musgrave and Cambier [11] bagged the patent on 
system and method of animal identification and animal 
transaction authorisation using iris patterns. Though iris 
recognition systems is well developed and already in prac-
tice in humans [12,13], it has some inherent problems in 
animal identification. Unlike human, the animal iris is dif-
ferent in configuration and not circular in shape. It is not 
possible to use conventional identification techniques to 
segment, normalise and encode the iris of livestock animal. 
Capturing a high quality image of iris is one of the major 
challenges, while the animals are non-corporative and con-
stantly move even when restrained properly at the field 
conditions. The iris analysis and recognition have been done 
for cow identification [14,15]. The iris pattern matching has 
been proposed for recognition of goat recently [16,17]. How-
ever, iris pattern matching suggests validation for identification 
of individual Black Bengal goat at the farmer’s field condi-
tions. There are various deep neural networks that are used 
earlier for individual identification [18]. Those networks 
provided the best result for image-based supervised learning 
techniques. Supervised learning can be defined as a compu-
tational technique where the input data is labelled as the 
desired output. A deep learning-based supervised model is a 
powerful computational tool for biometric-based individual 
recognition systems [19,20]. The advantage of deep learning 
model is to extract features directly from an image. There is 
no need to extract features individually in a static way for 
each image. A Convolutional Neural Network (CNN) ap-
proach can remove static feature engineering task and extract 
some important feature which can’t be seen on naked-eye 

observation in iris images [20]. The feature extraction can be 
done by a deep neural network using the parameters such as 
filter size, activation function, max pooling layer etc [21]. 
Filters help to extract various features from an image accord-
ing to the filter size. Max pooling layer focuses only on the 
main features of an image. The activation function can able 
to omit unnecessary signals from an image to develop a net-
work. The signals are carried by neurons which are main 
drivers in a deep neural network. A deep learning-based su-
pervised model may be useful for biometric-based individual 
recognition [18]. Resnet152V2 has been suggested to be the 
best supervised learning model for gait recognition [22] and 
emotional differentiation using facial expressions [23]. In the 
present study, of particular interest was to validate the iris 
pattern matching by using an artificial intelligence-based 
deep learning approach for recognition and identification of 
individual Black Bengal goat (capra hircus) at the farmer’s 
field conditions. 

MATERIALS AND METHODS

Animal care 
The experimental protocol and animal care were met in 
accordance with the National guidelines for care and use of 
Agricultural Animals in Agricultural Research and Teaching 
as approved (approval number: V/PhD/2016/07) by the 
Ethical Committee for Animal Experiments of West Bengal 
University of Animal and Fishery Sciences, Kolkata- 700037, 
West Bengal, India.

Animals
The Black Bengal goat breed was the experimental animal in 
the present study. The study commenced with the primary 
visits to identify individual female goats and their owners. 
Forty nine healthy, disease free, 3 months±6 days old female 
Black Bengal goats were randomly selected and identified by 
a neck tag with certain number at Rangabelia under Gosaba 
Block in Sunderbans delta, West Bengal, India, located at 
22°09′55″N 88°48′28″E with an average elevation of 6 metres 
above the sea level. Data was collected in the form of iris im-
age from the Black Bengal goats at the age of 3 months and 
then 3 months interval till they attain an age of 12 months. 
Thus, image of iris was collected at 3, 6, 9, and 12 months of 
age from each goat. Auto captured iris images of different 
Black Bengal goats are demonstrated in Figure 1.  

Iris image acquisition
Image acquisition is a process of capturing image which is 
very important stage to assure the clarity of structure and 
pattern of iris. The photographic images of the iris were tak-
en using a specialized iris identification camera IriShield – 
USB MK2120U. The image was captured following the method 
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of Roy et al [17]. The camera had the feature of auto captur-
ing of image. It was operated with an android device. Thus, 
the camera was connected with a light weighted mobile device 
through the cable. The inclusion criteria included capturing 
of iris images within a distance of 5 cm from the sensor. The 
iris images were captured within a distance of 5 cm from the 
sensor. The eye-to-camera distance, level of lighting and the 
amount of reflection were made uniform to reduce the mar-
gin of error. As exclusion criteria, eye lid and eye lashes were 
avoided as much as possible to visualize the whole portion 
of the iris during capture. The inclusion criteria also included 
auto capturing of a minimum of 30 images and maximum 
of 50 images from the left eye of a goat. A total of minimum 
5880 iris images (30 images×49 goats×4 occasions) were 
captured from 49 Black Bengal Goats at 3, 6, 9, and 12 months 
of age.

Pre-processing of iris image 
Every captured iris image contained some unnecessary parts 
such as eyelid sclera and pupil. The size of iris image also 
varied depending on camera to eye distance, illumination 
level and amount of refection. So, the error was mitigated by 
cropping the unneeded parts. Images were resized into 700× 
650 pixels. Out of 30 to 50 iris images of an individual goat, 
the best 10 images with maximum coverage of iris area were 
selected for further processing.  Thus, a total of 1960 iris im-
ages (10 images×49 goats×4 occasions) were finally processed 
for matching purpose. 

Iris segmentation 
Unlike iris of human, goat iris is rectangular in shape and 
cannot be fitted in any regular shape. Thus, human iris seg-
mentation algorithm would not work to segment iris image 
of goat eye. Based on the iris segmentation method of Masek 
[24], a software iGoat was developed by Roy et al [17]. The 
demarcating line between the outer boundary and sclera as 
well as the boundary line between the inner diameter iris 
and pupils were done. This helped to locate the near rectan-
gular iris area within the eye as shown in Figure 2. In order 
to find the boundary of pupil and iris, the gray scale image 
was converted into binary image with proper threshold value 
initially. The image was stored into matrix form and started 
searching from the starting element of the matrix and it con-
tinued through the image row wise and was assigned the 
first non-zero pixel as the starting pixel of the boundary. 
Through the boundary line the tracing was made in clock-
wise direction, using Moore neighbourhood approach until 
the starting pixel reached again.

Iris normalization 
Iris region was normalized in order to remove inconsistency 
sources like dimensional inconsistencies due to pupil dila-
tion from varying levels of illuminations, varying imaging 
distance, rotation of camera, head tilt and rotation of the eye 
at capturing [15]. Normalization yielded same fixed dimen-
sion of iris region even after multiple images of same iris 
under different conditions (Figure 2). The centre of iris re-

Figure 1. Auto captured iris images of different Black Bengal goats using a specialized iris identification camera IriShield – USB MK2120U which 
is connected with a light weighted mobile device through the cable for capturing iris images within a distance of 5 cm from the sensor. Eye lid and 
eye lashes are avoided as much as possible to visualize the whole portion of the iris during capture.

Fig. 1
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gion was detected and identified as point and radial vector 
that passed through the iris region. A total of 240 radial vec-
tors were assigned and 20 data points were selected in each 
radial vector. For each data point along with each radial line, 
the Cartesian location was calculated. In the normalized polar 
representation, intensity values were removed based on the 
linear interpolation method. In order to compensate the effects 
of image contrast and illumination, histogram equalization 
was performed.

Feature extraction and encoding 
Feature encoding was computed convolving the normalized 
iris pattern with 1D Log Gabor wavelets. The 2D normalized 
pattern was broken up into a number of 1D signal and then 
these 1D signals were convolved with 1D Gabor wavelets. 
The output of filtering was phase quantized to four levels using 
the method of Daugman [10], with each filter producing two 
bits of data for each phase. Finally, the encoding process 
produced a bitwise template of size 480×20 pixels containing 
some number of bits of information (Figure 2) and a corre-
sponding noise mask which indicated the corrupt areas 
within the iris pattern, and the bits marked in the template 
as corrupt.

Iris pattern matching 
Hamming distance (HD) employed by Daugman [10] was 
used as a metric for iris pattern matching and recognition. 
HD of two templates was calculated, one template was shift-
ed left or right bit-wise and a number of HD values were 
calculated from successive shifts for matching. Corrections 
for misalignments in the normalized iris pattern caused by 
rotational differences during imaging were also done. When 
two bits patterns were completely independent, such as iris 

templates generated from different irises, the HD between 
the two patterns was equal to 0.5. The independent two bit 
patterns were totally random, so there was 50 percent prob-
ability of setting any bit to 1, and vice-versa. Therefore, half 
of the bits would agree and half would disagree between the 
two patterns. When two patterns were derived from the 
same iris, the HD between them was close to 0 as they were 
highly correlated. From the calculated HD values, only the 
lowest was taken, since this determined the best match be-
tween two templates. Iris pattern matching was first performed 
among ten iris images of individual animal at 3, 6, 9, and 12 
months of age to authenticate the same animal. The cut off 
value of 55% was set as minimum threshold matching per-
centage. Thus, the threshold matching 55% or above signified 
that the images were from the same Black Bengal goat [17]. 
Further, iris pattern matching was carried out between ani-
mals to distinguish different Black Bengal goats at different 
times. The threshold matching below 55% between two animals 
proved that these two Black Bengal goats were different in 
biometric identity.

Deep learning analysis
Resnet152V2 deep learning model was applied to process 
the eye images of goats covering different ages for individual 
identification. Recently four architectures for training the 
models: VGG16, ResNet152V2, InceptionV3, and DenseNet201 
have been used to classify segments of a sheep using an 
image dataset of 512 images from 32 sheep for superpixels 
classification and segmentation of sheep in view of animal 
tracking and weight prediction [25]. A self-supervised deep 
learning module has been implemented to accurately recog-
nize Chengdu ma goats [26]. Deep learning based identification 
model considers an image as input and processes it through 

Figure 2. Image capturing, image pre-processing, iris localization and segmentation to locate the near rectangular iris area, iris normalization to 
remove inconsistency sources and finally generation of iris biometric template of size 480×20 pixels containing some number of bits of information.

Fig. 2
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different layers, the convolutional layer, the pooling layer, 
the ReLU activation layer and the fully-connected layer. 
The model was constructed with various convolution layers, 
max pooling layers and combination of skip connections. 
The convolution layer is used to extract the features of an 
input image in a matrix form. A filter matrix is applied in 
the convolution layer to extract the features of the input 
image. The equation of convolution layer as follows.
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 If a m×m filter ω is used, the convolutional layer output 
will be of size (N–m+1)×(N–m+1). In this case, the con-
tributions (weighted by the filter components) need to be 
summed up from the previous layer cells.
 There is various kind of filter matrix available to extract 
the features such as edge filter, shape filter etc. Both the filter 
matrix and convolution layer are depended on the kernel 
size of a layer. The features are extracted according to the 
kernel size of a layer. Max pooling layer is used to focus maxi-
mum vector of a feature matrix according to their kernel 
size. It can help to focus most important region of an image. 
Activation layer is responsible to normalize the information 
and omit the dead information. Finally, the fully connected 
layers flatten all information to a 1-D matrix and the infor-
mation is used to predict the actual output of the input image. 
The model has number of output terminals same as the num-
ber of classes to be classified. In this problem, individual goat 
has to be identified so that each output terminal can repre-
sent identification number of individual goat present in a 
particular age group. 

 The dataset was created for the training model according 
to age of individual goat. Figure 1 demonstrated previously 
how the dataset was created for training the model. Figure 
3 demonstrated how the proposed model worked using 
Resnet152V2 deep learning model. In Figure 4, the model 
has taken the eye image of a goat from training set and pro-
cessed it to produce predicted output. An iris pattern consist 
image was fed into the deep learning model. The deep learn-
ing model extracted features from the input image and the 
extracted features were analysed through the model to find 
the best matching result from training samples. The high 
confidence value of one goat was selected as the output re-
sult of the model. The output terminals have produced values 
from 0 to 1. The value of output terminal corresponding to 
the particular goat has been taken during training of the 
model and the model has been iterated until the correspond-
ing output terminal has reached above threshold values. 
The model extracted all features from an image and flattened 
all information into 1D matrix. The acquired information 
was subjected to softmax activation function in the last layer 
for identifying an individual goat ID. The captured eye’s 
image was divided into 85:15 as training image set and val-
idation image set, respectively. The network was trained 
with all images from training set and the trained network 
was tested on test image sets. In test, the unknown eye im-
age has been given to the trained model and the terminal 
with maximum output value has been selected as predicted 
output. The predicted goat id has been obtained based on 
the selected terminal with maximum value.

Accuracy
Accuracy is one metric for evaluating classification models. 
Train accuracy (Train acc) is the performance of model that 

Figure 3. The architecture of the system using Resnet152V2 model demonstrates that the convolution layer is used to extract the features of an 
input image in a matrix form. A filter matrix is applied in the convolution layer to extract the features of the input image. There are various kind of 
filter matrix is available to extract the features such as edge filter, shape filter etc. The filter matrix and convolution layer depend on the kernel size 
matrix of a layer. The features are extracted according to the kernel size of a layer. So the kernel size is responsible for the extracted features from 
an image. Max pooling layer has been used to focus maximum vector of a feature matrix according to their kernel size. It helps to focus most im-
portant region of an image. Activation layer is responsible to normalize the information and omit the dead information. Finally, the fully connected 
layer flattens all information to a 1-D matrix and the information is used to predict the actual output of the input image.

Fig. 3
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how a model will be learnt based on training dataset. As the 
output of every training input is known to the model, the 
weight is adjusted until tolerance of error or maximum epoch 
is reached. Validation accuracy (Val acc) is the prediction 
accuracy of the model after training where the output against 
the input is not known to the model. The prediction is cross-
checked by the known result and percentage of the validated 
actual result is returned. The model performs well if valida-
tion accuracy is almost same the training accuracy i.e., the 
model can predict every unknown input correctly. The fol-
lowing formula was applied to calculate accuracy.
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fed into the approached deep learning model and the model processes input eye image of a goat from training set and identify goats with differ-
ent ID numbers as predicted outputs.

Fig. 4

Table 1. Iris pattern matching percentage of Black Bengal goats at 3, 
6, 9, 12 months of age (n = 49)

Item
Iris pattern matching (%)

3 months 6 months 9 months 12 months

Mean 63.71 61.45 62.62 62.49
SD 6.87 4.87 6.52 5.81
SE 0.98 0.70 0.93 0.83

SD, standard deviation; SE, standard error.

Table 2. Mean (±standard error) of iris pattern matching percentages of best images from ten goats over 3, 6, 9, 12 months of age 

Animal No.
Iris pattern matching (%)

P001 P002 P003 P004 P005 P006 P007 P008 P010 P011

P001 100 53.54 ± 0.24 54.22 ± 0.21 54.00 ± 0.39 53.86 ± 0.70 52.99 ± 0.09 53.34 ± 0.19 54.02 ± 0.38 53.34 ± 0.22 54.11 ± 0.45
P002 53.75 ± 0.06 100 54.18 ±  0.27 54.29 ± 0.21 54.50 ± 0.22 54.07 ± 0.38 53.42 ± 0.58 52.69 ± 0.42 53.68 ± 0.28 53.82 ± 0.64
P003 54.21 ± 0.22 53.71 ± 0.24 100 54.27 ± 0.17 54.15 ± 0.38 53.75 ± 0.63 53.46 ± 0.47 53.68 ± 0.42 54.27 ± 0.27 53.78 ± 0.29
P004 53.52 ± 0.44 53.69 ± 0.40 53.92 ±  0.19 100 53.77 ± 0.38 53.82 ± 0.69 54.30 ± 0.33 53.96 ± 0.46 53.58 ± 0.34 53.95 ± 0.75
P005 54.28 ± 0.16 54.19 ± 0.37 54.83 ± 0.78 54.41 ± 0.59 100 53.81 ± 0.32 53.98 ± 0.18 53.86 ± 0.40 54.02 ± 0.33 53.82 ± 0.59
P006 53.73 ± 0.49 53.93 ± 0.30 54.52 ± 0.43 53.31 ± 0.65 53.55 ± 0.75 100 53.25 ± 0.66 53.81 ± 0.53 54.29 ± 0.22 53.60 ± 0.26
P007 53.82 ± 0.16 54.17 ± 0.48 54.11 ± 0.50 54.69 ± 0.37 53.76 ± 0.45 54.41 ± 1.05 100 54.62 ± 1.04 53.72 ± 0.43 54.06 ± 0.18
P008 53.37 ± 0.40 53.35 ± 0.36 54.67 ± 0.40 53.33 ± 0.37 54.22 ± 0.36 54.52 ± 0.95 54.32 ± 0.22 100 53.45 ± 0.32 54.89 ± 0.28
P010 53.53 ± 0.29 53.10 ± 0.22 54.20 ± 0.21 53.88 ± 0.28 53.91 ± 0.36 54.27 ± 0.19 53.45 ± 0.28 53.49 ± 0.58 100 53.85 ± 0.44
P011 54.47 ± 0.53 53.58 ± 0.47 54.53 ± 0.30 53.44 ± 0.50 54.96 ± 1.05 53.48 ± 0.42 54.04 ± 0.38 53.59 ± 0.27 53.77 ± 0.43 100
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goats over the time, it was always ≤55% indicating genera-
tion of iris templates from different irises of two goats.

Accuracy of iris pattern matching of goats using iGoat 
software 
The overall identification accuracies of iris pattern matching 
and losses from each age group are presented in Table 3. The 
accuracies of template matching of goats at 3, 6, 9, and 12 
months of ages were recorded as 81.63%, 90.24%, 44.44%, 
and 16.66%, respectively. The accuracies of iris pattern match-
ing for the goats at 9 and 12 months of ages were low and 
below the minimum threshold matching percentage.

Accuracy of eye image matching of goats using 
Resnet152V2 deep learning model 
The accuracies of eye image matching of goats at various ages 
for individual recognition are shown in Table 4. The maximum 
accuracies were 95.73% (training) and 92.68% (validation). 
The best accuracy of eye image matching for individual rec-
ognition was recorded at 6 months of age. The lowest accuracy 
of eye image matching for individual recognition was regis-
tered at 9 months of age. 
 The performance analysis of Resnet152V2 deep learning 

model for different ages is demonstrated in Figure 5 (A-D). 
The figures show how the learning of the model is changing 
during each epoch. The learning rate for 6 months of age 
was the best as compared to learning rates registered for 
other ages. The graphs demonstrate the accuracy of the final 

Table 3. Overall identification accuracies of iris pattern matching of 
goats using iGoat software

Age (month)
Total 

number of 
goats

Number 
of goats 

identified

Number of 
goats not 
identified

Accuracies 
(%)

3 49 40 09 81.63
6 41 37 04 90.24
9 36 16 20 44.44
12 36 06 30 16.66

Table 4. Overall identification accuracies of eye image matching of 
goats using Resnet152V2 deep learning model

Age (month) Training accuracy (%) Validation accuracy (%)

3 94.08 82.49
6 95.73 92.68
9 93.90 77.17
12 93.38 87.76

Figure 5. Accuracy of Resnet152V2 deep learning model for 3 months age (A), 6 months age (B), 9 months age (C), and 12 months age (D) 
demonstrate the accuracy of the model performance which changes during each epoch. For every epoch, the model is being regularized the 
weight values and prepared the model according to the training dataset. The weight of the model changes with respect to every epoch and thus 
the accuracy of the model changes accordingly.
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model performance. The X-axis is represented the Epochs 
and the Y-axis is given the accuracy of the model respectively. 
Epochs can be defined as number of processes used to learn 
from the training dataset i.e. how many number of times the 
learning algorithm works through the whole training dataset. 
For every epoch, the model is being regularized the weight 
values and prepared the model according to the training da-
taset. The weight of the model is changed with respect to every 
epoch and thus the accuracy of the model is also changed 
accordingly.

DISCUSSION

Iris pattern matching of individual goat over the time
Iris is a thin rectangular structure lies between cornea and 
the lens of the goat’s eye. Formation of the unique patterns 
of the iris is random and not related to any genetic factors 
[27]. As an internal organ (though visible externally) of the 
eye, the iris is well protected from the environment and re-
main stable over time and thus the iris pattern remains almost 
same from birth to death, unless otherwise there is any injury 
to the iris. Iris architecture is not only complex but also unique 
to an individual. The iris pattern of each eye is considered as 
a unique biometric feature [28]. Due to the fact that the two 
eyes of an individual contain completely independent iris 
patterns, the iris pattern of left eye of all goats was investigat-
ed in the present study. Iris pattern matching and recognition 
has been reported in goats at a particular age [16,17]. The 
minimum pattern matching among iris templates of same 
goat was reported as 59% [17]. In the present study, mean 
iris pattern matching of 49 Black Bengal goats at 3, 6, 9, and 
12 month of age was between 63.71% and 61.45% (Table 1), 
which was slightly higher than the previous iris pattern match-
ing percentage (59%) in Black Bengal Goats [17]. The present 
study showed that iris pattern of Black Bengal Goats remained 
same over the time right from 3 months (kid stage) to 12 
months of age (mature stage).

Iris pattern matching between goats at a particular 
time
Classification model for identifying different Indian goat 
breeds has been reported Mandal et al [29]. In earlier studies, 
iris pattern matching for recognition was proposed based on 
a small number of goats (≤5) maintained at organized farm 
and subsequently a limited number of iris image database 
[16,17]. In the present study, iris pattern matching was per-
formed using 1960 iris image template database to validate 
the earlier claim in more number of goats and figure out 
whether this biometric identification technique could be 
useful at the farmer’s field conditions. The maximum pattern 
matching among iris templates of different goats was 54% 
[17]. The present results were comparatively accurate and 

thus the threshold matching below 55% between two goats 
over the time suggested that they were different in biometric 
identity (Table 2). 

Accuracy of iris pattern matching of goats using iGoat 
software
The accuracies of template matching of goats at 3, 6, 9, and 
12 months of ages were recorded as 81.63%, 90.24%, 44.44%, 
and 16.66%, respectively (Table 3). The capture of iris image 
using auto captured human iris scanner from the goats un-
der uncontrolled situations at the farmer’s field and thus the 
movement of eye of an individual goat might be the reason 
for recording the lower accuracies of iris pattern matching 
for the goats at 9 and 12 months of ages. The gap between 
matching and mismatching was narrow as the image acqui-
sition was the main challenge in animals due to uncontrolled 
behaviour. The proper focusing of the image was not possible. 
The gap could be increased if the goats could be restrained 
and the iris images could be captured under controlled envi-
ronment. In the present study, goat iris image was taken 
using IriShieldTM – USB MK2120U made for capturing 
human iris image since no iris scanner or specific camera for 
taking goat iris image was available. 

Accuracy of eye image matching of goats using 
Resnet152V2 deep learning model
In the present study, the learning rate for Resnet152V2 deep 
learning model has been used for developing the individual 
goat identification model based on eye images. The training 
accuracies and validation accuracies of eye image matching 
of goats covering different ages ranged between 95.73% and 
93.38%, 92.68%, and 77.17%, respectively (Table 4). The re-
sult showed that deep learning techniques could be able to 
recognize individual goat using eye images. After training, 
the image set of any goat could be identified easily using this 
deep learning model. Iris texture pattern is determined dur-
ing fetal development of the eye and unchangeable to age 
and thus considered as a unique biometric feature [30]. The 
best accuracy (both training and validation) of eye image 
matching for individual recognition was recorded at 6 months 
of age. The chances of over fitting due to less number of da-
taset availability for 9 months age might be the cause for the 
lowest accuracy (validation) of eye image matching for indi-
vidual recognition at 9 months of age. The result of deep 
learning based eye image matching was more accurate than 
the iris pattern matching system. The iris pattern recogni-
tion has some advantages for exploring more accurate and 
effective iris feature extraction algorithms under various 
conditions [31,32]. It was also noted that the iris images of 
some goats could not satisfy the threshold value at matching 
using template. However, the deep learning could not allow 
the threshold value for selection. The deep learning methods, 



988  www.animbiosci.org

Laishram et al (2023) Anim Biosci 36:980-989

especially the CNN-based methods have accomplished sub-
stantial achievement in iris recognition [33,34] and achieved 
superior performance than the classic iris matching method 
[35]. 

CONCLUSION

The present study suggests that the deep learning-based ap-
proach may be able to provide the best accuracies for the 
biometric identification of Black Bengal goat. It is a non-
invasive biometric technique for identification of a goat 
using automatically captured iris image. Deep learning 
technique can be implemented as an automated system for 
individual identification. Deep learning based approach is 
more cost effective and time effective process than any other 
processes.
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