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Objective : The spontaneous intracerebral hemorrhage (ICH) remains a significant cause of mortality and morbidity throughout 
the world. The purpose of this retrospective study is to develop multiple models for predicting ICH outcomes using machine learn-
ing (ML). 
Methods : Between January 2014 and October 2021, we included ICH patients identified by computed tomography or magnetic 
resonance imaging and treated with surgery. At the 6-month check-up, outcomes were assessed using the modified Rankin Scale. In 
this study, four ML models, including Support Vector Machine (SVM), Decision Tree C5.0, Artificial Neural Network, Logistic Regres-
sion were used to build ICH prediction models. In order to evaluate the reliability and the ML models, we calculated the area under 
the receiver operating characteristic curve (AUC), specificity, sensitivity, accuracy, positive likelihood ratio (PLR), negative likelihood 
ratio (NLR), diagnostic odds ratio (DOR).  
Results : We identified 71 patients who had favorable outcomes and 156 who had unfavorable outcomes. The results showed that 
the SVM model achieved the best comprehensive prediction efficiency. For the SVM model, the AUC, accuracy, specificity, sensitiv-
ity, PLR, NLR, and DOR were 0.91, 0.92, 0.92, 0.93, 11.63, 0.076, and 153.03, respectively. For the SVM model, we found the importance 
value of time to operating room (TOR) was higher significantly than other variables.
Conclusion : The analysis of clinical reliability showed that the SVM model achieved the best comprehensive prediction efficiency 
and the importance value of TOR was higher significantly than other variables. 
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INTRODUCTION

Throughout the world, the spontaneous intracerebral hem-

orrhage (ICH) remains a significant cause of mortality and 

morbidity. Previous studies showed that excellent medical 

treatment, including timely removal of hematoma, manage-

ment of blood pressure and glucose and control of intracranial 

pressure, can improve the outcome of ICH6,10). In recent years, 

it was demonstrated that evacuation of hematoma with mini-

mally invasive methods could potentially increase microcir-

culation in the afflicted brain areas7,8). Several studies have re-

vealed that individuals who had their surgery performed 

sooner have better results. Other research has found that sur-

gery during the acute phase is related with a greater likelihood 

of postoperative rebleeding15,19). Consequently, the optimal 

time of ICH surgical evacuation to produce favorable results 

has yet to be determined. All in all, the factors influenced the 

outcome of ICH were still controversial. The majority of ICH 

predictor studies have used univariable and multivariable lo-

gistic regression analysis and the accuracy of these models is 

generally poor5,22). Consequently, it is essential to develop new 

models for evaluating the results of ICH utilizing new tech-

nologies, such as machine learning (ML).

The algorithms used in ML could extract patterns from 

huge datasets with numerous variables. Because of its capacity 

to execute complicated pattern recognition and uncover non-

linear contributions in big data sets, ML algorithms have the 

potential to enhance event and outcome prediction4). Once the 

result label is established, ML algorithms may autonomously 

optimize its parameters with minimal supervision. Unlike re-

gression models, ML can deal with vast volumes of data and 

patient features while accounting for all of their relationships. 

As a result, ML algorithms have the potential to outperform 

regression models in terms of predicted accuracy.

The purpose of this retrospective study is to develop multi-

ple models for predicting ICH outcomes using ML. We also 

examined the prediction accuracy of the ML models and se-

lected the best model for clinical use.

MATERIALS AND METHODS

Subjects
Patient information was obtained from the Hospital’s com-

puterized medical records. The Institutional Review Board 

(IRB) of Qingdao Hospital, University of Health and Rehabili-

tation Sciences (Qingdao Municipal Hospital) (ID : 082). Be-

cause the study was retrospective, the IRB did not require in-

formed consent.

Between January 2014 and October 2021, we included ICH 

patients identified by computed tomography or magnetic res-

onance imaging and treated with surgery, including minimal-

ly invasive aspiration and standard craniotomies. We ruled 

out the following scenarios : 1) intracerebral bleeding caused 

by an aneurysm, arteriovenous malformation, or tumor;  

2) patients suffering from severe end-organ failure, intracrani-

al and systemic infections, and blood disorders; and 3) pa-

tients lost to follow-up (Fig. 1).

Age, sex, body mass index (BMI), systolic and diastolic 

blood pressure, midline shift, operation type and time, resid-

ual hematoma volume, and time to operating room, as well as 

premorbid chronic conditions (diabetes, hypertension, hyper-

lipidemia), were gathered.

Surgery and follow-up
The recommendations from the American Heart Associa-

tion and American Stroke Association published in Stroke, 

2015 were used to treat every patient20). Our hospital’s on-call 

neurosurgeons choose between doing a normal craniotomy or 

a minimally invasive aspiration employing neuron navigation 

(XPS Nexus; Medtronic, Minneapolis, MN, USA) depending 

on the patient’s circumstances. Every patient was monitored 

for at least 6 months. At the 6-month check-up, outcomes 

were assessed using the modified Rankin scale (mRS). In this 

investigation, we used the mRS score to categorize patient 

outcomes, with mRS 0–2 representing positive results and 

mRS 3–5 representing poor outcomes.

ML
In this study, four ML models, including Support Vector 

Machine (SVM), Decision Tree C5.0, Artificial Neural Net-

work (ANN), Logistic Regression (LR) were used to build ICH 

prediction models. We evaluated each model’s performance 

using the area under the receiver-operator curve (AUC). The 

ML was performed with IBM SPSS Modeler 14.1 (IBM Corp., 

Armonk, NY, USA). A classifier known as SVM uses kernels 

to turn input data into a multidimensional hyperplane in or-

der to distinguish between two groups. By deriving decision 



J Korean Neurosurg Soc 67 | January 2024

96 https://doi.org/10.3340/jkns.2023.0118

rules from the training data, decision trees predict class mem-

bership. The term "artificial neural network" (ANN) refers to 

a large parallel and linked network made up of straightfor-

ward adaptable components. LR is a binary dependent vari-

able regression model (Fig. 2). 

Statistical analysis
The categorical data were expressed as percentage and the 

continuous data were expressed as mean with standard devia-

tion. We used the t test or Mann-Whitney U test for categori-

cal data to compare the groups. Fisher’s exact tests or the chi-

square test were applied to continuous variables. In order to 

evaluate the reliability and the ML models, we calculated the 

AUC, specificity, sensitivity, accuracy, positive likelihood ratio 

(PLR), negative likelihood ratio (NLR), diagnostic odds ratio 

(DOR). If the p-value was less than 0.05, we regarded the result 

as statistically significant. The statistical analyses were per-

formed with IBM SPSS Statistics 26 (IBM Corp.).

RESULTS

Characteristics of the population
We identified 71 patients who had favorable outcomes and 

156 who had unfavorable outcomes (Fig. 1). Between the two 

groups, there were no significant differences in terms of age, 

hypertension, sex, BMI, hyperlipidemia, hematoma side and 

location, residual hematoma volume, operation time, and type 

(Table 1).

However, two groups showed significant differences in the 

percentage of diabetes, systolic blood pressure (SBP), diastolic 

blood pressure (DBP), Glasgow coma scale (GCS), midline 

Fig. 1. Flow chart outlining inclusion and exclusion criteria. ICH : intracerebral hemorrhage, mRS : modi�ed Rankin scale, SVM : Support Vector Machine, 
ANN : Arti�cial Neural Network, LR : Logistic Regression.

156 cases in unfavorable 
outcome group

SVM Decision tree 
C5.0 ANN LR

71 cases in favorable  
outcome group

227 cases meeting the inclusion criteria

Comparison and analysis

Depending on the mRS with 6 months following-up

Built models

104 patients excluded :
·	�Intracerebral hemorrhage caused by arteriovenous 
malformation, aneurysm, or tumor, intra-ventricular 
hemorrhage (n=26)

·	�Complicated with serious heart, liver, kidney and other 
organ failure, intracranial and systemic infections, blood 
system diseases (n=22)

·	�Cases followed up less than 6-month (n=23)
·	�Missing data (n=33)

331 ICH cases who had undergone surgery between  
January 2014 and October 2022
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shift and hematoma volume. The details were showed in the 

Table 1. As the continuous data, we found there was no 

significant difference in the time to operating room (TOR) 

between two groups. Following that, we divided the cases into 

three categories : 1) <12 hours, 2) ≥12 and ≤36 hours, and  

3) >36 hours. We discovered the patients who had surgery 

between 12 and 36 hours were more likely to have positive 

outcomes than the other groups (p<0.001) (Table 1).

ML models
We established four ML models. For the SVM model, the 

AUC, accuracy, specificity, sensitivity, PLR, NLR, and DOR 

were 0.91, 0.92, 0.92, 0.93, 11.63, 0.076, and 153.03, respectively. 

For the Decision tree C5.0, the AUC, accuracy, specificity, sen-

sitivity, PLR, NLR, and DOR were 0.96, 0.87, 0.88, 0.87, 7.25, 

0.148, and 48.99, respectively. For the ANN model, the AUC, 

accuracy, specificity, sensitivity, PLR, NLR, and DOR were 

0.91, 0.91, 0.82, 0.97, 5.39, 0.037, and 145.68, respectively. For 

the LR model, the AUC, accuracy, specificity, sensitivity, PLR, 

NLR, and DOR were 0.77, 0.81, 0.73, 0.85, 3.15, 0.205, and 

15.37, respectively. The results above showed that the SVM 

model achieved the best comprehensive prediction efficiency 

(Fig. 3 and Table 2).

We also calculated the variable importance values in the 

four models. For the SVM and LR model, we found the im-

portance value of TOR was higher significantly than other 

variables. For the Decision tree C5.0 model, the sequence of 

importance value was midline shift, GCS, SBP and TOR. For 

the ANN model, the sequence of importance value was mid-

line shift, TOR, DBP, and SBP. Moreover, the importance val-

ues of the above variables in the Decision tree C5.0 and ANN 

model were similar (Fig. 4).

DISCUSSION

In the study, we established four ML models including the 

SVM, Decision tree C5.0, ANN, and LR models. The analysis 

of clinical reliability showed that the SVM model achieved the 

best comprehensive prediction efficiency. For the SVM and 

LR model, we found the importance value of TOR was higher 

significantly than other variables. While, the importance val-

Fig. 2. Modeling process using machine learning. Four machine learning models, including Support Vector Machine (SVM), Decision Tree C5.0, Arti�cial 
Neural Network (ANN), Logistic Regression (LR) were used to build intracerebral hemorrhage oucome prediction models.

Data Type

LR LR

ANNANN

C5.0

SVM

C5.0

SVM

Analyse
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ues of the variables in the Decision tree C5.0 and ANN model 

were similar.

Spontaneous ICH is a form of stroke that is associated with 

a high death and disability rate. Regardless of therapy, physi-

cians, families, and patients are most concerned with progno-

sis. Previous research has linked a variety of characteristics to 

a poorer prognosis following ICH, including advancing years, 

a lower GCS score, a greater hematoma volume and infraten-

torial hemorrhage18,24). Cheung and colleagues demonstrated 

that in a sample of 142 patients, the ICH score comprising the 

GCS, age, and ICH volume, helped to predict favorable prog-

nosis with a sensitivity of 93.5%3). In 310 patients, Ruiz-San-

doval et al.21) published an ICH score system with sensitivity 

of 70.0% for 30-day excellent outcome. Previously described 

Table 1. Clinical summary of patients’ data

Characteristic Favorable outcome group (n=71) Unfavorable outcome group (n=156) p-value

Age (years) 62.24±7.79 61.76±12.47 0.070

Sex 0.298

Male 49 (69.0) 95 (60.9)

Female 22 (31.0) 61 (39.1)

Body mass index (kg/m2) 25.51±2.59 26.09±4.34 0.209

Diabetes 51 (71.8) 132 (84.6) 0.030

Hypertension 65 (91.5) 148 (94.9) 0.376

Hyperlipidemia 8 (11.3) 15 (9.6) 0.813

SBP (mmHg) 154.4±29.4 169.2±32.9 0.001

DBP (mmHg) 88.1±15.4 93.1±18.8 0.034

GCS 10.6±5.0 6.7±3.5 <0.001

Location 0.075

Thalamus, Basal ganglia 32 (45.1) 95 (60.9)

Frontal, temporal, parietal, occipital lobe 34 (47.9) 53 (34.0)

Cerebellum 5 (7.0) 6 (3.8)

Brainstem 0 (0.0) 2 (1.3)

Affected side 0.474

Left 41 (57.7) 81 (51.9)

Right 30 (42.3) 75 (48.1)

Midline shift (mm) 4.01±3.57 7.49±5.02 <0.001

Hematoma volume (mL) 42.56±26.62 62.17±36.47 <0.001

Residual hematoma volume (mL) 10.10±11.81 10.91±13.92 0.670

Operation type 0.622

Craniotomy surgery 55 (77.5) 115 (73.7)

Minimally invasive surgery 16 (22.5) 41 (26.3)

Time to operation room (hours) 26.83±22.26 29.66±47.09 0.539

Time to operation room group <0.001

≤12 hours 14 (19.7) 110 (70.5)

>12 and <36 hours 46 (64.8) 15 (9.6)

≥36 hours 11 (15.5) 31 (19.9)

Operation time (hours) 153.03±57.13 165.71±70.86 0.187

Values are presented as mean±standard deviation or number (%). SBP : systolic blood pressure, DBP : diastolic blood pressure, GCS : Glasgow coma 
scale
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Table 2. The comparison of prediction e�ciency for four models

Item AUC Accuracy Specificity Sensitivity PLR NLR DOR

SVM 0.91 0.92 0.92 0.93 11.63 0.076 153.03

Decision tree C5.0 0.96 0.87 0.88 0.87 7.25 0.148 48.99

ANN 0.91 0.91 0.82 0.97 5.39 0.037 145.68

LR 0.77 0.81 0.73 0.85 3.15 0.205 15.37

AUC : area under the receiver operating characteristic curve, PLR : positive likelihood ratio, NLR : negative likelihood ratio, DOR : diagnostic odds ratio, 
SVM : Support Vector Machine, ANN : Artificial Neural Network, LR : Logistic Regression

Fig. 4. The variable importance values in the four models. For the SVM and LR model, we found the importance value of TOR was higher signi�cantly 
than other variables. For the Decision tree C5.0 model, the sequence of importance value was midline shift, GCS, SBP and TOR. For the ANN model, the 
sequence of importance value was midline shift, TOR, DBP, and SBP. Moreover, the importance values of the above variables in the Decision tree C5.0 
and ANN model were similar. SVM : Support Vector Machine, TOR : time to operating room, GCS : Glasgow coma scale, SBP : systolic blood pressure, DBP : 
diastolic blood pressure, ANN : Arti�cial Neural Network, LR : Logistic Regression.

SVM

Variable importance

TOR
Midline shift
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Diabetes

SBP
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Hematoma volume
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Fig. 3. The receiver operator characteristic curve analysis of machine learning (ML) 
models. We established four ML models. For the SVM, the Decision tree C5.0, ANN, LR 
models, and the area under the receiver operating characteristic curve were 0.91, 0.96, 
0.91, and 0.77, respectively. LR : Logistic Regression, SVM : Support Vector Machine, ANN : 
Arti�cial Neural Network.
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prediction approaches, on the whole, concentrated on short-

term prognosis and had very poor accuracies. In our study, we 

found that the SVM model achieved the best comprehensive 

prediction efficiency and the importance value of TOR was 

higher significantly than other variables. While, the timing of 

surgery for ICH is still debatable. The previous study showed 

that the TOR<12 hours was early time windows12). Wang et 

al.25) investigated ultra-early (or <7 hours), early (7–24 hours), 

and delayed (>24 hours) surgery in spontaneous ICH and dis-

covered that surgery conducted within the 7–24 hours win-

dow resulted in the best outcome. Early surgery was linked to 

a greater risk of rebleeding, whereas delayed surgery was 

linked to severe consequences11). Moreover, in my previous pa-

per, we found that the 21 hours of time to operation room was 

the turning point of outcome and the best outcome is obtain-

able at 12–36 hours surgery14). Consequently, we TOR was di-

vided into three categories : 1) <12 hours, 2) ≥12 and ≤36 

hours, and 3) >36 hours. Our results were consistent with pre-

vious studies.

ML techniques have been employed in medical research and 

frequently outperform traditional statistical models. ML has 

recently been used to the severity or outcome prediction mod-

el for neurological illnesses such as ischemic stroke and trau-

matic brain injury in research2,13,23). In aneurysmal subarach-

noid hemorrhage, Maldaner et al.16) discovered that ML 

models exhibit strong discrimination and calibration for a fa-

vorable functional result. Using decision tree analysis, Heschl 

et al.9) discovered that patients with a high GCS score, less 

than 44.5 mL hematoma volume, and a relatively low premor-

bid mRS score have a changeable prognosis. However, the use 

of ML to predict outcomes following ICH is still uncommon. 

The majority of research looking for ICH predictors have used 

univariable and multivariable LR analysis. In general, the ac-

curacy of these regression models is poor. In our study, we 

found that the SVM model achieved the best comprehensive 

prediction efficiency which was better than previous studies. 

SVM is a promising supervised ML that can learn from ob-

serving data sets, build complex models to capture the inher-

ent relationships between input and output variables, and 

make data-driven predictions or decisions. It has been used 

successfully in a variety of biomedicine fields and has per-

formed admirably1,17,26). The application of the SVM ML ap-

proach to predict the outcome of ICH was innovative in our 

studies. Our model achieved a sensitivity of 0.93, specificity of 

0.92, and AUC of 0.91. This indicated that our model per-

formed well in predicting the outcome of ICH and could be 

widely used in clinics.

There were several limitations to the study. To begin, this 

was retrospective research conducted at a single center. Large 

clinical data sets and multicenter validation are necessary to 

improve the model’s performance and to make precise com-

parisons among ML-based models. Furthermore, our study 

did not seek to pinpoint the precise reason of a particular 

good or bad result. Although our approach cannot replace 

clinical judgment, result prediction based on long-term hu-

man experience may exceed the best algorithm. In the future, 

more complex ML approaches will be applied to increase 

AUC.

CONCLUSION

The analysis of clinical reliability showed that the SVM 

model achieved the best comprehensive prediction efficiency 

than other models. For the SVM model, we found the impor-

tance value of TOR was higher significantly than other vari-

ables. Using ML techniques, we may be able to identify the 

factors that have been previously neglected and to develop 

new treatment methods to improve outcomes according to 

these factors.  
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