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Abstract 

 In this paper, we introduce a novel approach to enhance document security by integrating Computer 

Generated Hologram(CGH) encryption technology with a system for document encryption, printing, and 

subsequent verification using a smartphone application. The proposed system enables the encryption of 

documents using CGH technology and their printing on the edges of the document, simplifying document 

verification and validation through a smartphone application. Furthermore, the system leverages high-

resolution smartphone cameras to perform online verification of the original document and supports offline 

document decryption, ensuring tamper detection even in environments without internet connectivity. This 

research contributes to the development of a comprehensive and versatile solution for document security and 

integrity, with applications in various domains. 

 
Keywords: Digital Hologram, Computer Generated Hologram, Convolutional neural network, artificial intelligence, 

Holography  

 

1. Introduction 

In general, security codes used in today's society typically use barcodes or QR codes as markers for security. 

In general, security codes used in today's society typically use barcodes or QR codes as markers for security. 

These two markers not only have the information of the original document, but also serve as markers for 

security. However, recent advances in computer knowledge and technology have increased the possibility of 

counterfeiting or copying documents and code, and the number of counterfeiting and tampering cases such as 

ID cards, passports, and certificates of public institutions and product activation codes. For this reason, we 

propose to apply the type of the document to the holographic cryptographic decipherable security marker. 

Using CGH techniques with hologram algorithms, the document's type can be generated as a fringe pattern, 

printed and used as a security marker, and when the marker is decrypted, it can be reconstructed to the original 

document's type using the information from the reference wave from initial generation information. 
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2. Background Theory 

2.1. CGH-based fringe pattern generation 

In this research, we generated a CGH-based resilient encryption pattern and apply Pre-Training CNN to 

achieve the final performance improvement.  

 

Figure 1. Flow for pattern generation and reconstruction process 

Figure 1 is the process of using the optical scalar diffraction theory, which is the based on CGH to 

generate cryptographic patterns into JPEG and BMP format file with added various noise and losses and 

reconstruct them to compare the original and reconstructed results. Equation 2-1 is CGH-based pattern 

generation expression used in this study 

 

ᴪ𝑧(𝑥, y) = ᴪ0
𝑧(𝑥, 𝑦) ∗ h𝑧(𝑥, 𝑦) = 𝐹2𝐷

−1[𝐹2𝐷{ᴪ0
𝑧(𝑥, 𝑦)} ∙ H𝑧(𝑘𝑥, 𝑘𝑦)] (2-1) 

 

In Equation 2-1, ᴪ𝑧(𝑥, y)  is a diffraction wave that progresses in the z-axis. ᴪ0
𝑧(𝑥, 𝑦)  is 2D image 

information such as documents and pictures for CGH pattern generation. For CGH-based processing, 2D 

information can be represented by converting it to a pixel matrix ᴪ0
𝑧(𝑀, 𝑁)). Here, M and N represent the 

entire pixel matrix (column M-row N) comprising 2D image information. h𝑧(𝑥, 𝑦) is the SFTF and 𝑘𝑥, 𝑘𝑦 

are the propagation constant in the x- and y-axis directions. 

 

H𝑧(𝑘𝑥 , 𝑘𝑦)  = F2D {h𝑧(𝑘𝑥, 𝑘𝑦)} = e
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where 𝑝 and 𝑞 are 
−𝑀/2

2
≤ 𝑝 ≤

+𝑀

2
− 1, 

−𝑁

2
≤ 𝑞 ≤

+𝑁

2
− 1. 𝑀 and 𝑁 represent matrices of the same size 

created by converting 2D information into images, and are indexes representing the x and y axes, respectively. 
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λ(m) is the wavelength of the frequency used in the algorithm. In equation 2-2, 𝑘𝑥 =
2𝜋

𝑀∆𝑥
 , 𝑘𝑦 =

2𝜋

𝑁∆𝑦
 and 

𝑘0 =
2𝜋

𝜆
.  In this expression, if we set the value of ∆𝑥 = ∆𝑦 = 𝑖 ∙ 𝜆 and select 𝑖 as an integer (𝑖 = 1,2,3..), 

we can have equation 2-3. 
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As shown in Equation 2-3, we can see that ᴪ𝑧(𝑥, 𝑦)wave distance +𝑍, wavelength 𝜆(mm), 𝑘0 are a variable 

of H𝑧(𝑘𝑥, 𝑘𝑦). Furthermore, 𝑝, 𝑞 represents the pixel distance in the x- and y-axis directions. Equation 2-1 

and 2-3 show that for each pixel of the CGH pattern, the corresponding values in the range 
−𝑀

2
≤ 𝑝 ≤

+𝑀

2
−

1 and 
−𝑁

2
≤ 𝑞 ≤

+𝑁

2
− 1  and both have information of H𝑧(𝑘𝑥 ,  𝑘𝑦)  values, respectively. Each pixel 

calculates an algorithm so that it can also have the value of the rest of pixels. And using this value to output to 

an image format of the same size as the 2D information allows us to extract the lost information from the 

values of the other pixels even if some of the pixels in the output image ᴪ𝑧(𝑥, 𝑦)are lost. The 2D information 

of ᴪ0
𝑧(𝑥, 𝑦) from Equation 2-1 multiplied by 𝑀(𝑚, 𝑛)  and the same size matrix e−ј∙2∙π∙M(m,n)  as 

ᴪ0
𝑧(𝑥, 𝑦)and the final value of ᴪ0

𝑧(𝑥, 𝑦)as shown in Equation 2-4. 

 

ᴪ𝑧(𝑥, y) =  𝑭2𝐷
−𝟏[𝑭𝟐𝑫{ᴪ0

𝑧(𝑥, 𝑦) ∙ e−ј∙2∙π∙M(m,n)} ∙ H𝑧(𝑘𝑥, 𝑘𝑦)] (2-4) 

 

In this work, we use equation 2-4 to verify resilience. ᴪ0
𝑧(𝑥, 𝑦) was multiplied by e−ј∙2∙π∙M(m,n) and then 

made ᴪ0
𝑧(𝑥, 𝑦)  by binary (0,1). This binary pattern form allowed the output pattern to read the value 

ᴪ𝑧′
(𝑘𝑥 ,  𝑘𝑦) with the addition of damage as a paintshop or MALAB with minimal error. 

2.2. Reconstruction of CGH image 

Equations 2-5 show that ᴪ0
𝑧(𝑥, 𝑦)  requires H𝑧(𝑘𝑥 ,  𝑘𝑦)  information to enable reconstruction. 

Furthermore, since the spatial frequency transfer function of H𝑧(𝑘𝑥 , 𝑘𝑦) implies diffraction waves, it is 

possible to reconstruct circular information with some amount of information because the wave propagating 

from all pixels is a superimposed holographic property. To verify these properties, we restored the value 

ᴪ𝑧′
(𝑘𝑥 ,  𝑘𝑦) which forced the CGH pattern to be damaged by MALAB. Furthermore, we used Pre-Training 

CNN to maximize the resiliency of the reconstructed 2D original information by utilizing Equation 2-6. 

Learning time is needed to improve resilience by applying Deep Learning. To minimize this time, we leverage 

Pre-Training CNN to improve the reconstruction performance. 

 

ᴪ0
𝑧(𝑥, 𝑦) =  𝑭−𝟏{ᴪ𝒛′

(𝑘𝑥 ,  𝑘𝑦) ∙ H𝑧(𝑘𝑥 , 𝑘𝑦)
−𝟏

} ∙ eј∙2∙π∙M(m,n) (2-5) 
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3. Material and Method 

For reconstruction various noise and losses by adding them to the output pattern image, we validated 

the information resiliency for the loss of ᴪ0
𝑧(𝑥, 𝑦), a CGH-based 2D image. Furthermore, we compared and 

analyzed digital filters and Pre-Training CNN methods for noise rejection to improve the restore properties 

of restored images. The procedure for verification of reconstruction performance is shown in Figure 2. For 

analysis, equation 2-4 are utilized to generate cryptographic patterns of 2D images. The generated encryption 

pattern ᴪ𝑧(𝑥, y) is output to JPEG and BMP files. 

 

 

Figure 2. Verification process for reconstruction performance 

The output file was loaded back into the Paint shop software or MATLAB adding noise or loss directly 

to the figure for causing problems with the encryption pattern. And then saving it back to the JPEP or BMP 

file to represent the value of ᴪ𝑧′
(𝑘𝑥 , 𝑘𝑦). Equations 2-5 was used to reconstruct files having noise and loss 

information. Besides, to improve the information characteristics of the reconstructed 2D images according to 

the features of noise and loss, we verified the reconstruction performance by comparing various denoising 

filters with De-noise CNN techniques that have been recently studied. To compare the reconstruction 

performance, we compared the values of PSNR, CC, NCC, and Mean Square Error (MSE) of the final 

reconstructed image with 2D images based on noise and loss. 

 

    PSNR(dB) = 10 ∙ 𝑙𝑜𝑔10( 
2552

𝑀𝑆𝐸
 ) (2-6) 
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∑ ∑ (𝐼𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙(𝑖, 𝑗) − 𝐼𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙_𝑎𝑣𝑒𝑟𝑎𝑔𝑒) ∙ (𝐼𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑(𝑖, 𝑗) − 𝐼𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑑_𝑎𝑣𝑒𝑟𝑎𝑔𝑒)𝑁
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(2-7) 

 

where MSE is 
1

𝑀∙N
∑ ∑ [𝐼𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙(𝑖, 𝑗) − 𝐼𝑎𝑡𝑡𝑎𝑐𝑘𝑒𝑑(𝑖, 𝑗)]2𝑁

𝑗=1
𝑀
𝑖=1 . Figure 3 is a pattern created using Equation 

2-2. This pattern showed reconstruction results that did not artificially apply noise or loss.  
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(a) (b) (c) 

Figure 3. CGH conversion of the type of a document saved as a JPEG file: (a) 
2D image file; (b) CGH pattern; (c) reconstruction result as a saved JPEG file 

format. 

 

4. Results and Discussion 

Figure 4 can presents a comparative analysis of eight different filtering techniques for mitigating Salt and Pepper 

noise, utilizing two performance metrics. Correlation Coefficient (CC) and the Peak Signal to Noise Ratio (PSNR). The 

left y-axis quantifies the CC, ranging from approximately 0.4 to 0.9, while the right y-axis measures the PSNR in 

decibels, extending from roughly 14 to 20 dB. The x-axis lists the filtering methods: 1) Adaptive Filter, 2) Gauss Filter, 

3) Guided Filter, 4) Min.Filter, 5) MedianFilter, 6) Max.Filter, 7) Non filter, and 8) Deep Learning. The results indicate 

that the Adaptive Filter achieves the highest CC, whereas the Non filter records the lowest. In contrast, the Deep 

Learning approach registers the highest PSNR value, with the MedianFilter scoring the lowest. This visual 

representation allows for an immediate comparison of how each method performs in reducing Salt and Pepper noise, 

with blue lines and circles denoting CC and orange lines and squares indicating PSNR values. 

 

Figure 4. Characteristics of reconstruction with digital algorithm filters and Pre-training De-noise 

CNNs 
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4. Formatting your paper 

Using numerical methods, we transformed the text of a document into a holographic interference pattern 

with CGH transformation algorithms based on interference of holographic wave and reference wave. In 

addition, amplitude-encoding was used to extract only the real part to decompose from a complex field 

containing amplitude and phase to an amount of pure amplitude. As a result, the CGH reconstruction algorithm 

with only the extracted real parts was used to verify the extent to which the original document was 

reconstructed by loading the amplitude value of the image. Unlikely conventional techniques, this study is 

differentiated from signal processing which uses pixel-stored data to reverse transformation. This work uses 

CGH as a data conversion technique that encodes into holographic interference patterns through CGH 

transformations of printed documents text in real-world and then reconstructs them through reference wave 

information, and verifies the encryption potential of documents through simulations. 
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