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#### Abstract

Purpose: The aims of this study were to create a deep learning model to distinguish between nasopalatine duct cysts (NDCs), radicular cysts, and no-lesions (normal) in the midline region of the anterior maxilla on panoramic radiographs and to compare its performance with that of dental residents. Materials and Methods: One hundred patients with a confirmed diagnosis of NDC ( 53 men, 47 women; average age, $44.6 \pm 16.5$ years), 100 with radicular cysts ( 49 men, 51 women; average age, $47.5 \pm 16.4$ years), and 100 with normal groups ( 56 men, 44 women; average age, $34.4 \pm 14.6$ years) were enrolled in this study. Cases were randomly assigned to the training datasets ( $80 \%$ ) and the test dataset ( $20 \%$ ). Then, $20 \%$ of the training data were randomly assigned as validation data. A learning model was created using a customized DetectNet built in Digits version 5.0 (NVIDIA, Santa Clara, USA). The performance of the deep learning system was assessed and compared with that of two dental residents. Results: The performance of the deep learning system was superior to that of the dental residents except for the recall of radicular cysts. The areas under the curve (AUCs) for NDCs and radicular cysts in the deep learning system were significantly higher than those of the dental residents. The results for the dental residents revealed a significant difference in AUC between NDCs and normal groups. Conclusion: This study showed superior performance in detecting NDCs and radicular cysts and in distinguishing between these lesions and normal groups.(Imaging Sci Dent 2024; 54: 33-41)
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## Introduction

Various cyst-like lesions, which present as radiolucent areas with smooth and well-defined margins on radiographs and include cysts and benign odontogenic tumors, frequently occur in the jaws, ${ }^{1-4}$ and radiological differentiation plays an important role in the selection of treatment methods. Some lesions, such as Stafne's bone cavity, develop sitespecifically, and their location occasionally helps to differentiate them from other lesions. Nasopalatine duct cysts

[^0](NDCs), also known as incisive canal cysts, are the most common non-odontogenic cyst occurring in the midline region of the anterior maxilla. ${ }^{5,6}$ NDCs are believed to arise from epithelial remnants of the nasopalatine duct and are radiographically characterized as a circular or heart-shaped radiolucency in the midline area of the anterior maxilla. Depending on anatomical variations of the nasopalatine duct, ${ }^{7,8}$ NDCs are occasionally located asymmetrically along the midline and close to the root apices of the incisors. Therefore, they are often indistinguishable from periapical lesions of the maxillary incisors on radiographs. ${ }^{9-12}$ NDCs are generally treated by excision, and adjacent teeth can be preserved if they are not involved. In contrast, radicular cysts are frequently treated by excision with extraction of the causative teeth. Sometimes, they can be treated solely
by root canal therapy (non-surgical or surgical); Anyhow, the causative teeth need to be treated for healing to occur. Although some authors have advocated the use of computed tomography (CT), cone beam CT for dental use, and magnetic resonance imaging to differentiate between these lesions, ${ }^{5,12-14}$ there is still an important role for panoramic radiography because of its low radiation exposure, ${ }^{15}$ low cost, and convenience.
In recent years, research on diagnostic imaging using deep learning systems has been rapidly progressing, and its usefulness in the maxillofacial region has been reported using panoramic radiographs. ${ }^{16-39}$ A deep learning system is an artificial intelligence machine learning method that allows a computer to learn tasks in the same way as humans, based on a neural network system that imitates the neurons in the human brain. Many authors have reported the clinical usefulness of deep learning systems for panoramic diagnosis, and several studies have addressed the classification of cyst-like lesions including NDCs and radicular cysts. ${ }^{35,37,38}$ However, the performance of these deep learning systems is insufficiently verified for the midline region of the anterior maxilla. This may be partially attributable to the anatomical complexity of this region and certain features of panoramic images, including the superimposed cervical spine and the thin imaging layer. These problems need to be solved as the next step in the development of fully automatic deep learning systems for panoramic radiographs. Additionally, the lesions should be initially compared with images with normal appearance and then accurately detected and classified.
Taken together, the aims of this study were to create a deep learning model specialized in distinguishing between NDCs, radicular cysts, and no-lesions (normal) in the midline region of the anterior maxilla on panoramic radiographs and to evaluate its performance in comparison with diagnoses by dental residents.
of our university (approval number 496) and was planned according to the ethical standards of the Helsinki Declaration. This was a non-invasive, observational study using only anonymized panoramic radiographs from a database. By using opt-out consent, subjects were given the opportunity to refuse to participate in the study. The Ethics Committee of our university waived the requirement for informed consent from all participants.

## Subjects

The subjects were retrospectively selected from the image database of patients who visited our institution from February 2002 to May 2022. Patients with radiolucent cyst-like lesions in the midline region of the anterior maxilla on panoramic radiographs were included. Of these, lesions with a maximum diameter of 10 mm or more occurring in the area of the central and lateral incisors were selected. Patients with a history of previous surgery or malignant lesions were excluded. Poor quality images were also excluded. Consequently, the study included 100 NDCs ( 53 men, 47 women; average age, $44.6 \pm 16.5$ years) and 100 radicular cysts ( 49 men, 51 women; average age, $47.5 \pm 16.4$ years) (Table 1). All cases of radicular cysts and 31 cases of NDCs were surgically removed and histopathologically diagnosed. The 69 cases of NDCs that were judged not to require aggressive treatment and were simply followed up, were also included. For these cases, two radiologists with more than 10 years' experience made the diagnosis based on the CT appearance and reached a consensus after discussion if the diagnoses were inconsistent. Additionally, 100 patients (56 men, 44 women; average age, $34.4 \pm 14.6$ years) without lesions in the maxillary anterior region were used as a normal group. Cases were randomly assigned to the training datasets ( $80 \%$ ) and the test dataset ( $20 \%$ ). Then, $20 \%$ of the training data were randomly assigned as validation data.

## Imaging data

Panoramic radiographs of all the patients were obtained using a Veraview Epocs system (J Morita Mfg Corp., Kyoto,

The study design was approved by the Ethics Committee

## Materials and Methods



Fig. 1. Example of labeling procedure. A region of interest of an arbitrary size was set for the lesion, and the x and y coordinates of the upper left corner and the lower right corner were recorded. A label including the lesion class name (jaw1-3) and the $x$ and $y$ coordinates of the upper left and lower right corners was created in text format.

Japan). The standard parameters were tube voltage of 75 kV , tube current of 9 mA , and acquisition time of 16 seconds. The 300 selected images were downloaded in tagged image file format (TIFF) from the hospital imaging database and were then converted from TIFF format to portable network graphics format (PNG). Therefore, all images were uncompressed. Finally, all images were cropped to a size of $900 \times$ 900 pixels to adapt to the DetectNet standard used in this verification.

## Labeling procedure

For each image, a square region of interest surrounding the lesion was manually established by an experienced radiologist using ImageJ software (National Institute of Health, Bethesda, MD, USA). The coordinates of the upper left and lower right corners of the square were recorded in text format (Fig. 1). The class names were determined as jaw 1 for NDCs, jaw2 for radicular cysts, and jaw3 for normal groups.

## Deep learning system

The NVIDIA GeForce GTX GPU workstation (Nvidia Corp., Santa Clara, CA, USA) with 128 GB of memory and 11 GB of GPU was used for the deep learning process. This study used the DetectNet neural network for object detection on the DIGITS training system version 5.0 (NVIDIA; https://developer.ndivia.com/digits) and the Caffe framework. We used the adaptive moment estimation (Adam) solver, with 0.0001 as the base learning rate. The training
processes were conducted for 1000 epochs, and a learning model was acquired. To investigate the inter-model agreement, the training model was created twice using the same data. The fully convolutional network (FCN) sub-network of DetectNet has the same structure as GoogLeNet without the data input layers, final pooling layer, and output layers, and we used a pretrained GoogLeNet model in this study (Fig. 2). ${ }^{40,41}$

## Diagnostic performance of the deep learning system

The learning model was evaluated with test data including the three classes. When a cyst-like lesion was predicted to exist, the colored bounding boxes were superimposed over the panoramic images with different colors according to the classifications. The predicted bounding boxes were displayed in red for jaw1 (NDC) and light blue for jaw2 (radicular cyst) (Fig. 3). No bounding box was displayed for the normal groups. Intersection over unions (IoUs), which is the most popular evaluation metric used in object detection, was calculated based on the predicted and ground truth areas. In this study, the IoU threshold for determining whether the lesions could be correctly detected was set at 0.6 . The ground truth area was determined by an experienced radiologist in a manner similar to the establishment of the region of interest in the labeling procedure. To evaluate the performance, the recall (sensitivity), precision (positive predictive value), F1 score (harmonic mean of recall and precision), and accuracy were calculated from the confusion matrix. Furthermore, receiver operating characteristic (ROC) anal-


Fig. 2. DetectNet architecture. Data layers ingest three training images and labels and a transformer layer applies online data augmentation. A fully-convolutional network ( FCN ) performs feature extraction and prediction of object classes and bounding boxes per grid square. Loss functions simultaneously measure the error in the two tasks of predicting the object coverage and object bounding box corners per grid square. Testing processes are shown in the bottom row. A clustering function produces the final set of predicted bounding boxes during validation. The predicted bounding box is the area in which the learning model predicts the presence of a lesion. When the presence of a radiolucent lesion is predicted, the colored bounding boxes are superimposed over the panoramic radiographs.
ysis was performed for each lesion and the area under the curve (AUC) was calculated. ROC analysis was made with one class against the other two classes (e.g., NDC vs radicular cyst and normal group).

## Diagnostic performance of dental residents

Two dental residents with less than 10 months' experience of interpreting panoramic radiographs independently evaluated the test images ( 20 NDCs, 20 radicular cysts and 20 normal groups) used in the inference process of the learning model. Before making actual assessments, they were calibrated using 15 images ( 5 NDCs, 5 radicular cysts, and 5 normal groups) that were not used to create the learning models. Each test image was randomly evaluated using Microsoft PowerPoint on a personal computer. The confusion matrix was created from the obtained results and the recall, precision, F1 score, and accuracy were calculated. ROC analysis was also performed for each lesion and the AUC was calculated. The AUCs were compared between the deep learning system and the residents.

## Statistical analysis

Differences between the AUC values were tested using chi-square analysis with the JMP statistical software package (version 16.2.0; SAS Institute, Cary, NC, USA). The significance level was set to $\mathrm{p}<0.05$. Inter-observer/model agreement was assessed with $\kappa$ values. A $\kappa$ value of $<0.20$ indicated poor agreement, 0.21 to 0.40 indicated fair agreement, 0.41 to 0.60 indicated moderate agreement, 0.61 to 0.80 indicated good agreement, and 0.81 to 1.00 indicated excellent agreement

## Results

Summaries of the cyst detection performance of the deep learning system and residents are shown in Tables 2 and 3, respectively. Confusion matrix analyses showed that the recall, precision, and F1 scores for NDCs identified using the deep learning system were $0.83,0.92$, and 0.87 , respectively ; those for the radicular cyst were $0.85,0.94$, and 0.89 , respectively; and those for the normal group were $0.95,0.79$, and 0.86 , respectively. The accuracies of the deep learning


Fig. 3. Examples of successful detection of lesions in the maxillary anterior region. The predicted bounding boxes are displayed in red for a nasopalatine duct cyst (A), in light blue for a radicular cyst (B), and no bounding box for the normal groups (C).

Table 2. Confusion matrix of deep learning system

| Deep learning system | Nasopalatine duct cyst | Radicular cyst | Normal | Recall | Precision | F1 score |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Nasopalatine duct cyst | 33 | 2 | 5 | 0.83 | 0.92 | 0.87 |
| Radicular cyst | 1 | 34 | 5 | 0.85 | 0.94 | 0.89 |
| Normal | 2 | 0 | 38 | 0.95 | 0.79 | 0.86 |
|  |  |  |  | Accuracy | 0.88 |  |

Table 3. Confusion matrix of dental residents

| Dentists | Nasopalatine duct cyst | Radicular cyst | Normal | Recall | Precision | F1 score |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Nasopalatine duct cyst | 27 | 10 | 3 | 0.68 | 0.79 | 0.73 |
| Radicular cyst | 3 | 36 | 1 | 0.90 | 0.71 | 0.79 |
| Normal | 4 | 5 | 31 | 0.78 | 0.89 | 0.83 |
|  |  |  |  |  | Accuracy | 0.78 |

system and dental residents were 0.88 and 0.78 , respectively . The performance of the deep learning system was superior to that of the residents except for the recall of radicular cysts.

The AUCs for the NDC, radicular cyst, and normal groups identified using the deep learning system were $0.894,0.913$,
and 0.913, respectively. The AUCs for NDCs $(p=0.0013)$ and radicular cysts $(\mathrm{p}=0.0380)$ identified using the deep learning system were significantly higher than the AUCs for those identified by the residents (Table 4 and Fig. 4). Among the residents, there was a significant difference in the AUCs between the NDC and normal groups ( $\mathrm{p}=$

Table 4. Comparison of diagnostic performance in area under the curves (AUCs)

|  | Deep learning system |  |  | Residents |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nasopalatine duct cyst | Radicular cyst | Normal | Nasopalatine duct cyst | Radicular cyst | Normal |
| AUC | $0.894^{\mathrm{a}}$ | $0.913^{\mathrm{b}}$ | 0.913 | $0.794^{\mathrm{a}, \mathrm{c}}$ | $0.856^{\mathrm{b}}$ | $0.863^{\mathrm{c}}$ |

$\mathrm{a}, \mathrm{b}, \mathrm{c}$ : values with the same characters denote significant differences with $\mathrm{p}<0.05$


Fig. 4. Receiver operating characteristic curves for each lesion for the deep learning system and for the dental residents. The areas under the curve of a nasopalatine duct cyst, a radicular cyst, and the normal group by the deep learning system are $0.894,0.913$, and 0.913 respectively. Those of the dental residents are $0.794,0.856$, and 0.863 , respectively.
0.0089 ). Inter-model and inter-observer agreements were 0.93 (excellent) and 0.57 (moderate), respectively.

## Discussion

Several deep learning studies have addressed cyst-like lesions of the maxilla on panoramic radiographs. ${ }^{35,37,38}$ Yang et al. ${ }^{35}$ evaluated the performance of You Only Look Once (YOLO) v2. for cyst-like lesions in the jaws including the anterior maxilla and reported superior performance. However, NDCs and radicular cysts were not included. Kwon et al. ${ }^{38}$ also used a deep learning system for diagnosing cystlike lesions of the jaws including the maxilla. Although their study dealt with radicular cysts, NDCs were not included, and the location of the lesions was not taken into account. The performance of deep learning object detection tech-
nology was examined for identifying maxillary cyst-like lesions on panoramic radiographs. ${ }^{37}$ Although the test data included radicular cysts and NDCs, the classification performance was tested only between radicular cysts and other lesions because of the small number of NDCs and other lesions, resulting in a relatively high recall ( 0.80 ) of radicular cysts in the whole maxilla. However, the specific value for the anterior maxilla was not reported for radicular cysts. Furthermore, although the performance was superior for all lesions arising in the anterior maxilla compared with the performance for those in the posterior region, the specific value of this region for radicular cysts was not provided. This is the first study to show improved performance in distinguishing between NDCs and radicular cysts arising in the midline region of the anterior maxilla with an accuracy of 0.88 and AUCs of approximately 0.9 for all three groups (NDCs, radicular cysts, and normal groups).

In the dental residents group, the performances for radicular cysts and normal groups were relatively high compared with those for NDCs. This is probably because of the residents lack of experience in interpreting panoramic radiographs. Experienced radiologists usually interpret images based on morphologic internal and peripheral characteristics, and their diagnostic performance depends on their experience. The residents had little experience, and could not effectively differentiate between the appearance of NDCs and radicular cysts during their short time interpreting panoramic radiographs. In contrast, because periapical lesions are the most common cyst-like lesions in the jaw, ${ }^{2}$ the residents had some experience in discerning radicular cysts as well as the images of normal groups. The residents misdiagnosed $25.0 \%$ (10/40) of NDCs as radicular cysts. This means that NDCs could be inappropriately treated by inexperienced dentists as reported by Aparna et al. ${ }^{11}$ They concluded that appropriate interpretation of clinical, radiographic, and histological features offers pertinent clues to the diagnosis of NDCs. Therefore, the treatment procedures should be determined after interpretation of all perspectives, and a deep learning system may be useful as such a support.

Comparing the deep learning system error cases (NDCs, 7 ; radicular cysts, 6 ; normal, 2 ) with those of the residents, the agreement was approximately $50 \%$. The contents of the deep learning system are a black box and its inner workings are unknown. Probably looking at the site and morphology, but not actually knowing. It is also probable that the deep learning system makes decisions based on different information (e.g., "different aspects of that morphology") than humans.

The performance of deep learning systems for diagnostic imaging is generally reported to be similar to that of experienced radiologists and often superior to that of inexperienced observers, such as residents, indicating that deep learning systems could help residents interpret images. ${ }^{32,42-45}$ A previous study of deep learning systems for panoramic diagnosis of maxillary sinusitis ${ }^{32}$ found that the AUCs were $0.875,0.896$, and 0.767 for the deep learning system, experienced radiologists, and dental residents, respectively, with a significant difference between the scores of residents and the other two groups. Similar results were reported for diagnosis of temporomandibular arthritis by panoramic radiography and three-dimensional contact status between the mandibular third molar and the mandibular canal. ${ }^{44,45}$ Even though the performance of experienced radiologists was not evaluated in the present study, our findings support the previous conclusions, verifying the effectiveness of deep learning systems for assisting inexperienced observers.

Inter-model agreement was excellent at 0.93 , while interobserver agreement was moderate at 0.57 . The deep learning system had a highly stable performance compared with that of the residents. Taking diagnostic reliability into account, the deep learning system therefore also had the potential to provide diagnostic support to inexperienced observers.

The present study had several limitations. First, we investigated only two lesions, NDCs and radicular cysts, and we acknowledge that other lesions such as odontogenic keratocysts and ameloblastomas also occur in the midline region of the anterior maxilla. Therefore, verification of our findings including these lesions is necessary before clinical applications can be considered. Second, this study investigated only radiolucent lesions. The deep learning model should also be studied in relation to radiopaque lesions. Third, this study used only DetectNet. Although DetectNet has a proven track record in object detection and has a reliable accuracy, the use of modern neural networks (e.g., YOLOv7) and comparisons of several neural networks are needed in future studies. Fourth, only two residents were
enrolled in the study, and each only did one test. It was possible to determine inter-observer agreement but not intraobserver agreement. Therefore, multiple tests and more residents are needed to improve reliability and reproducibility. Fifth, we did not validate the findings using experienced radiologists. Comparison between their findings and those of the deep learning system is important, but the diagnostic accuracy of the deep learning system in this study was nonetheless very high (AUC $\approx 0.9$ ). Therefore, the deep learning system could be used to support inexperienced residents. Finally, the datasets were so small that the model's generalizability could not be verified. Ensuring generalizability is a challenging yet crucial issue in artificial intelligence modeling. The primary method to ensure this involves combining data from diverse centers with different vendors across various populations. To achieve this and mitigate the limitation of small sample size, previous studies have employed data augmentation techniques. Additionally, others have attempted to address vendor-specific interference by incorporating data from multiple vendors. Therefore, future studies should include a cross-institutional validation test with collaboration from multiple facilities.

In conclusion, we investigated the performance of a deep learning system in detecting cyst-like lesions in the midline region of the anterior maxilla. This study showed superior performance in detecting NDCs and radicular cysts and in distinguishing between these cysts and normal groups. The results suggest that the deep learning system can provide support for inexperienced residents.
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