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Building human-aligned artificial intelligence (AI) for social support remains challenging despite the advancement of 

Large Language Models. We present a novel method, the Chain of Empathy (CoE) prompting, that utilizes insights 

from psychotherapy to induce LLMs to reason about human emotional states. This method is inspired by various 

psychotherapy approaches—Cognitive-Behavioral Therapy (CBT), Dialectical Behavior Therapy (DBT), Person-Centered 

Therapy (PCT), and Reality Therapy (RT)—each leading to different patterns of interpreting clients’ mental states. 

LLMs without CoE reasoning generated predominantly exploratory responses. However, when LLMs used CoE reasoning, 

we found a more comprehensive range of empathic responses aligned with each psychotherapy model’s different 

reasoning patterns. For empathic expression classification, the CBT-based CoE resulted in the most balanced 

classification of empathic expression labels and the text generation of empathic responses. However, regarding emotion 

reasoning, other approaches like DBT and PCT showed higher performance in emotion reaction classification. We 

further conducted qualitative analysis and alignment scoring of each prompt-generated output. The findings underscore 

the importance of understanding the emotional context and how it affects human-AI communication. Our research 

contributes to understanding how psychotherapy models can be incorporated into LLMs, facilitating the development of 

context-aware, safe, and empathically responsive AI.
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Introduction

The quest to discern whether machines can possess ‘mind’ and exhibit human-level abilities has 

been a persistent endeavor, bridging discipline such as psychology, linguistics, and artificial intelligence 

(Turing, 1950). Recent advances in Large Language Models (LLMs), fueled by extensive pre-trained 

dataset from vast web corpora, have led to significant enhancements in language generation 

capabilities (Brown et al., 2020). These models exhibit proficiency in generating text that often 

mirrors human expressions, although the extent and nature of this resemblance continue to be a 

subject of scientific investigation (Bommasani et al., 2021; Brown et al., 2020; Taori et al., 2023; 

Touvron and Lavril et al., 2023). These models have also demonstrated effectiveness in 

problem-solving tasks, as evidenced by their high-performance metrics in contexts like professional 

exams, including the bar exam (Bommarito II and Katz, 2022), mathematical assessments (Zhang et 

al., 2023), and medical diagnostic scenarios (Nori et al., 2023).

As the scale of LLMs expands, a variety of capabilities and phenomena are emerging, including the 

potential for human-level cognitive abilities. It has been recently discovered that these models can be 

prompted to reason in a manner similar to humans, enhancing their performance in areas previously 

limited, such as mathematical logic and reasoning. A notable development in this context is the 

introduction of Chain-of-Thought (CoT) prompting (Kojima et al., 2022; Wei et al., 2022), which has 

proven to be instrumental in improving model performance by explicating the thought process leading 

to the conclusions. Unlike previous models, which provided answers without revealing the underlying 

reasoning process, CoT enables the explanation and interpretation of the reasoning behind the results. 

Nevertheless, this recent method has primarily experimented with logical or arithmetic tasks. Whether 

reasoning about emotional states or underlying causes enhances empathic responses to user input 

remains a relatively under-explored area and merits investigation.

Empathic understanding in humans involves cognitively reasoning about others’ mental states. 

Recognizing that empathic responses are complex cognitive processes, not just emotional reaction, 

highlights the potential of integrating empathy into LLMs. By incorporating these human cognitive 

processes, LLMs can offer more nuanced and contextually relevant empathic responses. 

Various psychotherapy models offer insights into empathic interactions, emphasizing the importance 

of accurately inferring emotions and situational factors for better social support and emotion regulation 

(Cooper & McLeod, 2011; Hofmann et al., 2010; Linehan, 1987; Wubbolding et al., 2017). 
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Incorporating these insights into LLMs’ reasoning processes can enhance their empathic response 

accuracy and alignment with users’ needs. 

For this purpose, this study explores these possibilities and proposes a novel approach: 

Chain-of-Empathy (CoE) prompting. The CoE prompt integrates a reasoning of emotions and the 

specific factors contributing to these emotions, such as cognitive errors or unmet needs, before 

generating the response to users’ input. In addition, we investigated whether these reasoning steps 

and responses align with the objectives of each psychotherapy model. This was done by conducting 

both automatic and qualitative evaluations using an existing benchmark dataset for empathic responses.

Related Work

Multi-construct of Empathy

Empathy, defined as the sharing of others’ emotions and experiences, is a multifaceted concept 

encompassing cognitive, emotional, and motivational aspects (Anderson & Keltner, 2002; De 

Vignemont & Singer, 2006; Hall & Schwartz, 2019; Neff, 2003; Zaki, 2019). Cognitive empathy 

involves understanding others’ emotions and perspectives linked to abilities such as mentalizing. For 

example, we use cognitive empathy when discerning other people’s mental states by differentiating our 

own and others’ mental states (Davis, 1980; 1983; Eisenberg, 2014). This form of empathy 

necessitates a comprehensive cognitive appraisal of situations, considering factors such as pleasantness, 

control, and certainty of outcomes, akin to a negotiator assessing both sides of a conflict (Lazarus, 

1991; Wondra & Ellsworth, 2015). Affective empathy enables individuals to vicariously experience 

others’ emotions, as seen when a person feels joy watching a friend achieve a goal or showing 

empathic concern for someone in a more unfortunate situation than self (Davis, 1980; 1983). 

Motivational empathy, a more recent facet of the multi-construct theory of empathy in social 

psychology, involves the drive to alleviate others’ emotional distress, often leading to an altruistic 

attitude and prosocial behavior. For example, this can be observed in a bystander’s compulsion to 

assist someone in an unfortunate situation, such as signing a petition for more affordable housing 

plans to help people who are homeless (Herrera et al., 2018; Zaki, 2019). 
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AI-assisted Social Support 

Natural Language Processing (NLP) has been increasingly employed in developing conversational 

agents across various professional domains. Past research mainly targeted specific domains like social 

media, online peer support platforms, or mobile messenger, where much research focuses on advising 

users to share their concerns or extending condolences during adverse events (e.g., Ta et al., 2020; 

Wang et al., 2021). Social support extends to domains like psychotherapy, which conventionally have 

taken only in-person interactions (e.g., Fitzpatrick et al., 2017; Inkster et al., 2018; Mehta et al., 

2021). However, with the increasing availability of online platforms, researchers now access large-scale 

data capturing people’s expressions of emotions and daily lives, exemplified by open-source datasets 

like EmpatheticDialogues (Rashkin et al., 2018) and EPITOME (Sharma et al., 2020). These resources 

are instrumental in enhancing the communication abilities of conversational agents, particularly in 

properly reflecting human cognition and emotion (e.g., Casas et al., 2021; Gruschka et al., 2023; Xie 

& Park, 2021).

Historically, psychotherapy research has focused on empathy through nonverbal cues like body 

language and facial expressions, often necessitating manual coding of empathic responses (American 

Psychiatric Association, 1994; Ekman and Friesen, 1971; Scherer et al., 2001). However, AI 

advancements have led to a computational approach, predicting empathy from text corpora and 

quantifying it by labeling emotions (Rashkin et al., 2019) and distress (Buechel et al., 2018). While 

past studies mostly focused on the client’s capacity for empathy, the counselor’s expressed empathy is 

increasingly vital for successful therapy outcomes (Truax and Carkhuff, 2007). This aspect of expressed 

empathy aligns with our approach to utilizing LLMs to reflect the client’s needs accurately. 

Psychotherapy techniques have been applied to building mental health chatbots to enhance user 

engagement and therapeutic outcomes. Cognitive-Behavioral Therapy (CBT), established by Beck 

(1976), remains the most widely used approach both human-human and human-chatbot interactions 

because of its systematic nature (Fitzpatrick et al., 2017; Inkster et al., 2018). An example of an 

application that uses CBT model to assist its users is Woebot. This chatbot has been shown to have 

significant potential in supporting long-term treatment for anxiety and depression, as demonstrated by 

recent studies (Fitzpatrick et al., 2017; Nwosu et al., 2022). 

Beyond CBT, other psychotherapy models such as Dialectical Behavior Therapy (DBT), 

Person-Centered Therapy (PCT), and Reality Therapy (RT) have been adopted in conversational agents 
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to cater to a broader range of mental health issues. DBT, an extension of CBT, is a type of therapy 

that focuses on improving emotion regulation and interpersonal challenges. It has been used for 

individuals with borderline personality disorder (Linehan, 1987; 1991). Wysa, a mobile chatbot app, 

integrates CBT and DBT approaches to better understand and respond to users’ emotional states 

(Inkster et al., 2018). PCT, pioneered by Rogers in 1957, emphasizes empathy, unconditional positive 

regard, and rapport-building in therapy. This method enables the development of chatbots like Serena 

(Brocki et al., 2023), which uses deep learning to create a dialogue system based on the PCT model. 

RT, established by Glasser in 1965, takes a practical, action-oriented approach that focuses on 

addressing individuals’ current issues and finding solutions. Within RT, the ‘WDEP framework 

(Wants, Direction, Evaluation, and Planning)’ provides a clear structure for self-evaluation. This 

framework assists clients in reflecting on and strategizing their present abilities without dwelling on 

the past (Wubbolding et al., 2017).

By incorporating varied approaches from psychology, conversational agents can provide more 

personalized and effective support, reflecting users’ diverse needs and preferences; This involves 

providing effective support for victims of crime (Ahn et al., 2020), individuals with autism (Diehl et 

al., 2012), and those with anxiety disorders (Rasouli et al., 2022). To enhance the empathetic 

communication abilities of conversational agents, it is imperative to adopt a multidisciplinary and 

specifically computational approach.

AI Empathy

The concept of AI’s empathy, while lacking a consensus in definition, is generally regarded as the 

ability of AI to have similar reactions toward one’s emotional experience as human’s empathic 

reactions (Concannon & Tomalin, 2023; Paiva et al., 2017). This is explored through two primary 

approaches (Concannon & Tomalin, 2023). The first approach emphasizes a foundational similarity, 

suggesting that AIs should undergo developmental processes like humans’ developmental stages 

through interaction with their environment and physical embodiment (Asada, 2015). This perspective 

posits that AI should mirror the human developmental trajectory in developing social intelligence. 

In contrast, the second approach replicates human empathic expressions, sidelining the internal 

mechanisms that drive such responses. In this approach, AI’s empathic abilities are viewed as the 

capacity to appropriately mimic human responses, particularly in verbal communication (e.g., Casas et 
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al., 2021; Rashkin et al., 2019; Welivita et al., 2021). Currently, most AI empathy research aligns 

with this second approach, focusing on the outward manifestation of empathy rather than embedding 

a human-like developmental process into the AI system (Concannon & Tomalin, 2023). 

Human assessment of AI’s empathic abilities involves evaluating AI responses using various criteria. 

These evaluations typically break down empathy into several sub-domains. For example, Paiva et al. 

(2017) developed a questionnaire focusing on empathic concern and perspective-taking. Charrier et al. 

(2019) introduced the Robot’s Perceived Empathy (RoPE) scale, distinguishing between empathic 

understanding and response. Casas et al. (2021) had human judges assess chatbot empathy, covering 

emotion reflection and well-being impact. Similarly, Lee and Yi (2023) proposed the Agent Empathic 

Reactivity Index (AERI), which measures empathy across four dimensions: perspective-taking, 

fantasy, empathic concern, and personal distress. Lastly, the Empathy Scale for Human-Computer 

Communication (ESHCC) by Concannon and Tomalin (2023) evaluates perceived empathy in 

AI-human interactions, considering affective, cognitive, attitudinal, and attunement factors.

The computational approach to AI empathy involves measuring how closely responses generated by 

AI match with the established standards of human empathy, also referred to as alignment between AI 

and human standards (Gabriel, 2020). These methods are mostly developed in interdisciplinary 

domains like Human-Computer Interaction (HCI), Natural Language Processing (NLP), Computational 

Linguistics, and Computer Science. For instance, Rashkin et al. (2019) employed Bilingual Evaluation 

Understudy (BLEU) scores to gauge the degree of congruence between AI-generated responses and 

typical human replies. Similarly, Zhou et al. (2020) analyzed indicators such as the frequency of 

message exchanges and the level of user engagement to assess the empathic effectiveness of AI. These 

advanced models offer a promising avenue for refining and better articulating the mechanisms behind 

AI’s empathic responses, representing a significant leap in our ability to design AI systems that more 

closely mirror human empathic understanding. 

Aligning Large Language Models for Enhanced Empathic Human-AI Interaction

LLMs are pre-trained transformer-based generative models. These models, a subset of artificial 

intelligence algorithms, are capable of generating realistic text responses. The latest language model 

advancements include OpenAI’s Generative Pre-trained Transformer (GPT) series – GPT-3, GPT-3.5, 

and GPT-4 (Brown et al., 2020), as well as Meta AI’s Large Language Model (LLaMA) series - 
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LLaMa and LLaMa 2-Chat (Touvron et al., 2023a; 2023b). The model size vary from 3 billion 

parameters up to 1.76 trillion parameters (e.g., GPT-4). The development of these models can be 

traced back to transformer-based pre-trained deep learning models like BERT (Devlin et al., 2018). 

Unlike the earlier version of deep learning models limited to text generation and classification, these 

models have shown increased performance in generating more context-aware text responses. 

In-context instruction learning, one of the main features of LLMs, allows these models to apply 

knowledge from pre-trained data based on the context embedded within the input (the prompt), 

without requiring supervised training or fine-tuning with vast amounts of domain-specific data (e.g., 

over 100k text documents with annotated labels). This approach contrasts with traditional natural 

language processing methods where the limited size of the corpus has to be collected before the 

generation and task-specific labeled datasets like sentiment analysis or translation. LLMs have shifted 

toward more adaptive and comprehensive language generation tasks, such as assisting creative writing 

(e.g., Simon & Muise, 2022; Yuan et al., 2022; Zhao et al., 2023).  

Due to the high quality of generated output with models, it is easy to make people believe that 

these models can ‘understand’ users’ intentions. This perceived understanding has gathered attention 

from various fields, including sociology, medicine, and psychology. Recent studies have begun to 

explore the cognitive abilities of these artificial agents (Bubeck et al., 2023; Momennejad et al., 

2023). This exploration includes understanding (West et al., 2023), reasoning (Li et al., 2023; Qiu et 

al., 2023), emotion recognition (Yongsatianchot et al., 2023), bias (Gallegos et al., 2023), and general 

intelligence (Bubeck et al., 2023; Momennejad et al., 2023). 

Eliciting Reasoning in Large Language Models

While LLMs have shown impressive performance in generating human-like text, these generative 

models still suffer from many technical issues like a hallucination that deteriorates their accurate 

understanding of user intention and trust. Furthermore, functional limitations hinder their applicability 

in domains requiring automated social and emotional support. For example, instructing these LLMs to 

generate empathic responses, the outputs from these models often take the form of ‘advising’ or 

‘listing facts and action items,’ lacking attention to detail and specificity, leading to the impression 

that the model does not truly understand what the user is conveying and perceived less empathic.

Recent developments in prompt engineering by eliciting reasoning steps in solving natural language 
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tasks like arithmetic reasoning have shown effective in improving performance (Kojima et al., 2022; 

Prystawski et al., 2022; Wei et al., 2022; Yao et al., 2023). CoT prompting, a method that 

encourages the model to ‘reason’ through a problem before generating a response, has significantly 

improved problem-solving tasks (Kojima et al., 2022) and metaphor comprehension (Prystawski et al., 

2022), paving the new direction for generative models’ real-world application like medical diagnosis 

(Singhal et al., 2023). However, the effectiveness of eliciting reasoning steps in generating socially 

appropriate responses for improved social support remains under-explored. Consequently, there is a 

need for distinct approaches in LLMs to reason about emotions and situations. 

The Present Study

We investigated whether eliciting empathic reasoning in LLMs leads to natural responses. Therefore, 

we developed a CoE prompting to reason emotion and situational factors that could help the model 

to accurately infer the client’s emotional experience in mental healthcare and thus choose the most 

appropriate and context-aware empathy strategy to communicate.

Methods

Prompting Methods

We used the GPT-3.5-Turbo model (identified as ‘text-DaVinci-003’) released by OpenAI1), which 

was the most recent and outperformed previous generative models up to a point. To generate text, 

four main hyperparameters were configured: temperature, top p parameter, frequency penalty, and presence 

penalty. Temperature controls the randomness of the output; a higher temperature results in more varied 

text, whereas a lower temperature produces more monotonous output. We set it to 0.9 to foster the 

creation of diverse text that aligns with the different purposes and contents of each CoE prompt. The 

top p parameter, also known as nucleus sampling, controls the cumulative probability threshold at 

which the model’s predictions are considered; we set it to 1, meaning all tokens are considered 

regardless of their probability. This approach was chosen to generate the most likely next-word 

1) https://openai.com
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predictions. The frequency penalty reduces the model’s likelihood of repeating the same lines or phrases, 

enhancing the uniqueness of the generated text; the presence penalty discourages the repetition of 

previously mentioned tokens, leading to a broader exploration of topics. We set the frequency penalty 

to 0, indicating no penalty for repetition, and the presence penalty to 0.6 to encourage topic variety 

without overly penalizing relevant repetitions. These settings were chosen to balance creativity with 

coherence, and considering conventionally used settings in previous findings, ensuring the generated 

text was diverse yet contextually relevant. We used the open-source Python package, LangChain 

library, for data generation and automatic evaluation. The library optimizes model inference at scale 

by including code templates for prompting, instruction-tuning, and chaining prompts.

Chain-of-Empathy Prompting

Figure 1 and Table 1 show four unique prompts that reflect the reasoning steps needed for 

empathic response generation in addition to the baseline prompting condition (no reasoning step): 

Cognitive-Behavioral Therapy (CBT; Hofmann et al., 2010; Kaczkurkin & Foa, 2022), Dialectical 

Behavior Therapy (DBT; Linehan, 1987), Person-Centered Therapy (PCT; Cooper & McLeod, 2011; 

Knutson & Koch, 2022), and Reality Therapy (RT; Arab & Khodabakhshi-Koolaee, 2022; 

Wubbolding et al., 2017). Except for the base condition, these prompts’ instructions were designed to 

reflect the therapists’ reasoning style in their counseling methods. 

For the CBT-CoE prompt, the instructions were, “Reflect on how the client’s negative thought 

patterns may be contributing to their emotions. Contemplate alternative perspectives to their 

interpretations of the situation that might alleviate emotional distress”, along with definitions of 

potential negative thought patterns identified by CBT. These include: Dichotomous thinking (‘viewing 

situations in extreme all-or-nothing terms’), catastrophizing (‘anticipating the worst possible outcome’), 

overgeneralization (‘drawing broad conclusion based on a single incident or piece of evidence’), 

mindreading (‘believing one can predict other persons’ thoughts or feelings without concrete evidence 

or communication’) and self-blaming (‘ascribing every negative event or result to oneself without 

considering other factors’). For the DBT-CoE prompt, the instruction was, “Identify the emotions the 

client is struggling to regulate from their message. Understand how these emotions reflect the client’s 

current ability to handle distress or intense feelings.” The instruction for PCT-CoE prompt was, 

“Identify the client’s emotional state from their message. The client’s words could indicate their 
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current self-understanding or self-perception.”; The instruction for RT-CoE prompt was, “Identify any 

expressed unmet needs or dissatisfactions in the client’s message. Understand and reflect on how these 

needs or dissatisfactions could relate to the client’s current situation or their struggle to fulfill basic 

needs for love and belonging. Avoid focusing on diagnosing mental health issues or problems; instead, 

aim to help the client take control of their actions and make wise decisions.” Due to sensitivity to 

specific phrases and words written in the prompt instruction of LLMs, we made sure the outputs 

convey the same context and goal by paraphrasing each prompt moderately multiple times to achieve 

consistent output.

Models in each prompting condition were tested in zero-shot learning initially, with only 

instructions on which option to choose per class: empathy strategy (‘emotional reaction’, ‘exploration’, 

and ‘interpretation’) and communication level (‘no expression’, ‘weak’, and ‘strong’) that were 

originally labeled from the benchmark data (Sharma et al., 2020). For our study, we designed 

prompts for LLMs to respond based on these reasoning steps involved in each CoE condition: (1) 

identify any word that represents the client’s emotion, and (2) understand the individual/situational 

factors that may have led to the expression in the client’s message. 

Prompt Conditions

CBT-CoE DBT-CoE PCT-CoE RT-CoE

Goals
Tackling negative 

thought patterns

Addressing emotional 

dysregulation

Encouraging 

self-understanding

Identifying cause of the 

dissatisfaction with reality 

and help tackle goals

Reasoning 

steps

1) Find negative 

thought patterns 

if present in users’ 

messages

2) Reason why that 

negative thought 

derived from

1) Identify the client’s 

emotional state

2) Interpret the client’s 

words to understand 

their struggles with 

emotional regulation

1) Identify the client’s 

emotional state from 

their message

2) Interpret the client’s 

words to understand 

their current level of 

self-understanding or 

self-perception 

1) Convey empathic 

understanding, 

unconditional positive 

regard, and congruence 

2) Understand how these 

needs or dissatisfactions 

reflect the client’s 

current situation or 

inability to meet their 

basic needs for love 

and belonging 

<Table 1> Comparison of goals and reasoning style in different psychotherapy based CoEs.
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(Figure 1) CoE prompting with cognitive reasoning of human’s emotion based on psychotherapy models

Experiments

We instructed the LLM to generate appropriate responses to posts from Reddit seeking advice on 

personal issues causing stress and to predict the most suitable empathic expression strategy. For the 

ground truth label of each empathy strategy class, we utilized the EPITOME dataset, which comprises 

crowdsourced Reddit posts related to mental health, with an average inter-annotator agreement 

reported as above 0.68 (Sharma et al., 2020). This dataset and our computational approach to 

expressed empathy align with our aim to identify and characterize expressed empathy in texts. 

The dataset included pairs of help-seeking and responding posts, each pair labeled based on (1) the 

expressed empathy (here, we reframed as ‘empathy strategy’ as its way of communicating empathy) 

and (2) the presence and ‘level’of each expressed empathy (i.e., communication strength). The three 

empathy strategies—emotional reaction, exploration, and interpretation—correspond to levels 0, 1, and 

2, and were identified from over 10,000 posts. While the original classifications are not exhaustive, 

they were adapted more comprehensively for an effective computational framework. 

Following this adaptation and incorporating insights from recent psychology approaches (Weisberg et 

al., 2023), emotional reaction is defined as responses where the peer supporter expresses concern, 

compassion, or warmth towards the support seeker. Exploration involves delving into the seeker’s 

unexpressed feelings, whereas interpretation entails communicating an understanding of the feelings and 
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experiences inferred from the seeker’s post. Notably, exploration and interpretation are associated with 

cognitive empathy, such as perspective-taking, while emotional reaction is linked to affective empathy, 

like empathic concern. 

We applied the three empathy strategies within the framework of LLM classifiers designed as part 

of our proposed CoE prompts. This model does not directly equate to the empathy strategies 

themselves but serves as targets of classification. These particular empathy strategies were selected by 

the availability of a corpus annotated with empathy components, rendering it uniquely suitable for our 

study’s objectives. Each psychotherapy model implemented in the CoE prompts can potentially utilize 

one or all of these empathy strategies, reflecting the multifaceted nature of empathy. This flexibility 

underscores the relevance of our approach to real-world psychotherapeutic settings, where varying 

expressions of empathy are crucial components of active listening and effective support.

In addition, pairs labeled level 0, indicating no expression of empathy, were excluded. The number 

of pairs for each strategy was as follows: emotion reaction=1,047, exploration=481, and 

interpretation=1,436. We randomly sampled 500 pairs in each emotional reaction and interpretation 

data to balance the number of pairs between strategies. Each strategy’s final number of pairs was 

emotional reaction=500, exploration=480, and interpretation=500. 

Results

Automatic Evaluation 

Table 2 and Figure 2 show the performance of the empathy strategy classification of LLMs with 

each CoE prompt. Upon generating a response, each model with CoE prompts predicted which 

empathy strategy is most suitable for each seeker’s post among the three strategies. We then 

compared the predicted empathy strategy with the ground truth empathy strategy and calculated 

prediction accuracy. We employed multiple metrics to evaluate the effectiveness of the model in 

categorizing empathy strategies across different prompts. The statistical metrics we used - accuracy, 

precision, recall, and F1-score - are commonly used in fields that employ computational methods to 

assess model performance such as information retrieval and natural language processing (Powers, 2011; 

Tharwat, 2020). Each metric offers valuable insights into the model’s performance. 
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Acc. Emotional Reaction Interpretation Exploration

Precision Recall F1 Precision Recall F1 Precision Recall F1

Base 0.340 0.467 0.185 0.27 0 0 0 0.327 0.866 0.475

CBT-CoE 0.319 0.463 0.165 0.244 0.293 0.260 0.276 0.303 0.543 0.389

DBT-CoE 0.334 0.392 0.372 0.382 0.291 0.060 0.100 0.309 0.582 0.404

PCT-CoE 0.336 0.399 0.243 0.302 0.333 0.016 0.031 0.319 0.757 0.449

RT-CoE 0.336 0.407 0.308 0.350 0.354 0.044 0.79 0.309 0.664 0.420

<Table 2> Model performance in empathy strategy classification task by CoE prompting conditions. 

(Figure 2) Empathy strategy classification accuracy per prompt conditions. Compared to Base condition, 

CBT-CoE provided the balanced set of each empathy expression but less emotional reaction than other 

CoEs.

Accuracy measures the proportion of total predictions that were correct. Within the context of our 

experiment, accuracy serves as a metric to assess the level of agreement between the model 

predictions and actual empathy strategies employed. However, it should be noted that accuracy alone 

may not be sufficient to capture the complexity of our experimental design. Precision assesses the 
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correctness of positive predictions in relation to total positive predictions made. Recall evaluates the 

ability of the model to identify all relevant instances of a specific empathy strategy. A high recall 

indicates that the model effectively captures instances of a particular strategy. It is crucial in our 

study to identify which empathy strategies are better recognized under different prompting conditions. 

F1-score provides a mean of precision and recall, balancing the two metrics, which helps us understand 

how well each model balances these aspects in predicting empathy strategies. This is important for 

our study, where class distributions are imbalanced, and both recall and precision of empathy 

strategies are crucial. 

The evaluation results reveal that overall accuracy for each strategy under different prompt 

conditions is relatively low, which was anticipated given our study’s exploratory nature. Unlike 

traditional machine learning approaches, our research focuses on empathy strategy classification under 

varied prompts. The goal is to understand how different prompts influence the model’s preference 

rather than just exceeding an accuracy benchmark. Therefore instead of focusing on achieving high 

absolute scores, we compared relative accuracy (i.e., which empathic accuracy is relatively higher in 

which prompt conditions). In specific, Emotional Reaction was most effectively captured by the 

DBT-CoE model, achieving the highest F1 score (0.382) among the conditions. This suggests a 

nuanced understanding and classification of emotional reaction within the DBT-CoE framework. 

Interpretation prediction was highest with the CBT-CoE model (F1 score=0.276) indicating a 

relatively better alignment with CBT’s cognitive process-focused approach. Notably, all CoE prompts 

outperformed the baseline in predicting interpretation, demonstrating the added value of CoE 

prompting in enhancing model sensitivity to interpretative empathy. Exploration was best identified by 

the baseline condition, with an F1 score of 0.475, suggesting a general tendency of the model 

without specific CoE prompting to favor exploration strategies. However, among the CoE conditions, 

PCT-CoE came closest to this benchmark (F1 score=0.449), indicating its relative strength in eliciting 

exploration-oriented empathic responses.  

Outputs with errors in the predicted strategy names were excluded from the analysis. Most of these 

errors resulted from the nature of LLM as a generative model, which behaves differently from 

traditional supervised learning models for classification tasks. Despite explicit instructions in the 

prompt, the models occasionally generated ‘noise’ output and predicted strategies that were not 

among the provided options. These errors include responses of failed predictions or response retrieval 

(e.g., “No Empathy Strategy”). In addition, they sometimes predicted new strategies that did not fall 
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into any of the predefined three strategies (e.g., “Reflection,”“Validation: acknowledging the client’s 

feelings and experiences,” and “Approval: expressing approval or positive reinforcement to the client”). 

Qualitative Evaluations of AI Alignment 

We conducted qualitative analysis to investigate whether the results produced by LLMs precisely 

follow the instructions provided in the prompts and align with the intentions as perceived and 

evaluated by human judges. Our aim was not to perform an exhaustive analysis, but rather to gauge 

the quality of the outputs in a qualitative and descriptive manner to help interpret model 

performance. In general, LLMs often fail to address the main objective and instruction intended by 

the researcher (or user), despite generating ‘looking good’ responses at first glance. 

When compared to the benchmark dataset (Sharma et al., 2020), while many human peer 

supporters often provided brief comments and shared personal opinions or gave advice, the CoE LLMs 

mostly responded with at least two empathic strategies and frequently ended their response with 

suggestions for seeking professional help. In addition, we found a pattern of LLMs’ responses that the 

model usually initiated by interpreting users’ current state and proceed to provide advice or exploring 

potential options. For example, when a distressed seeker could not control her anxiety after a violent 

fight between her parents, DBT-CoE prompt responded with multiple empathic strategies, “I am so 

sorry you had to witness that. Understandably, you’re feeling overwhelmed and scared right now. It’s 

not okay for anyone to threaten or hurt another person, and it’s not your fault. How can I support 

you right now?” This contradicts the original human response in benchmark data: “Everything is 

wrong with people.” 

Our specific criteria were whether LLMs generate responses that align with 1) prompt instruction 2) 

the goal of each CoE prompt by using manual evaluation (Table 3 and 4). Two evaluators with a 

psychology background (who are educated in undergraduate-level psychology with background 

knowledge of each psychotherapy model and large language models). The selection of evaluators and 

implementation of a structured evaluation process was designed to obtain qualitative insights into the 

LLM’s performance, particularly its functionality to align generated responses with the instructions 

provided in different CoE prompt conditions. Our graduate-level psychology authors conducted training 

sessions that improved evaluators’ knowledge of psychology. The training was specific to an in-depth 

investigation of LLM’s  alignment accuracy. This approach aimed not to classify responses into specific 
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Prompt 

Condition
Empathy Strategy

First Step- 

Intent Error Filter 

Second Step-

Instruction-following

Third Step-

Reasoning

CBT-CoE

Emotional Reaction 41.21 (204/495) 84.00 (84/100) 84.52 (71/84)

Exploration 42.00 (197/469) 95.00 (95/100) 89.50 (85/95)

Interpretation 43.74 (213/487) 86.00 (86/100) 83.90 (72/86)

DBT-CoE

Emotional Reaction 74.95 (368/491) 97.00 (97/100) 94.85 (92/97) 

Exploration 74.68 (354/474) 98.00 (98/100) 97.96 (96/98)

Interpretation 72.32 (358/495) 96.00 (96/100) 94.79 (90/96)

PCT-CoE

Emotional Reaction 56.15 (274/488) 95.00 (95/100) 96.84 (92/95)

Exploration 57.96 (273/471) 96.00 (96/100) 95.83 (92/96)

Interpretation 56.88 (273/480) 99.00 (99/100) 94.95 (94/99)

RT-CoE

Emotional Reaction 33.06 (162/490) 94.00 (94/100) 96.80 (91/94)

Exploration 33.54 (160/477) 92.00 (92/100) 98.90 (91/92) 

Interpretation 31.49 (154/489) 87.00 (87/100) 100 (87/87)

<Table 3> Total percentage (counts) of valid responses remaining after each AI alignment evaluation step

clinical symptoms or populations but to identify areas where the system may not fully follow the 

researchers’ prompts, such as hallucination, generating false information, or simple errors. Thus, we 

considered this level of evaluator expertise suitable for the initial depth of assessment required in this 

exploratory phase. However, for future work, it is recommended that formal inter-rater reliability 

measures be included to enhance the robustness of human evaluation. Including evaluations with 

professional therapists would greatly enhance its applicability in related fields. The evaluation was 

conducted in three-fold steps:

(1) First Step: The first step was to automatically count simple errors that were detectable by 

defining filter keywords (“{emotion}” instead of actual emotion inferred). For CBT-CoE, the model 

identified cognitive errors based on the client’s relevant statements. Similarly, for DBT-CoE, PCT-CoE, 

and RT-CoE, the focus was on inferring emotions and psychological experiences from the client’s 

words. Data lacking clear outcomes or failing to reflect this reasoning about the client’s emotional 

experience were excluded. Valid data included clear reasoning about the client’s psychological state.

(2) Second Step: The aim of the second step evaluation was to evaluate the LLM’s alignment with 

the prompt instructions, specifically whether it generated responses that can be characterized as 
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Human Alignment Evaluation Steps

Steps Goals Examples of Misalignment Cases

First step
Filter out technical error

(0: incorrect, 1: correct)
Reasoning: “the client is feeling {emotion}.”

Second step

Evaluate the prompt instruction 

following

(0: does not generate reasoning 

based on the psychotherapy goal, 1: 

generate reasoning based on the 

psychotherapy goal) 

Support seeker: “My head is exploding.. All of this. 

How do you cope with this life?” 

CBT-CoE response: “The client is feeling 

overwhelmed.”(not a negative thought pattern)

Third step

Evaluate quality of the response 

according to the each psychotherapy 

methods’ goal and reasoning style

Support seeker: “I miss my mum. I’m just crying a lot 

today and. I’m really depressed because I miss my mum.”

reasoning: “the client is feeling sadness the client says

‘I miss my mum’ which could reflect the cognitive error 

of overgeneralization that influence negative thought 

patterns.” (not a case of ‘overgeneralization’)

<Table 4> Evaluation of human alignment steps of CoE results (reasoning steps and responses)

empathic. To do this, we randomly sampled 100 data points for each CoE prompt and corresponding 

empathy strategy. Human evaluators then assessed whether the LLM generated responses processed the 

instructed reasoning process for each psychotherapy approach. Two CoE prompt responses were 

assigned per person (CBT and RT; DBT and PCT) and assessed whether the response generated by 

the LLM adhere to the instructed reasoning process, regardless of the content of the final response. 

Responses that aligned with the instructions were annotated ‘1,’ while those that did not were 

annotated ‘0.’ 

(3) Third Step: The final step involved evaluating the LLM’s performance in aligning with the 

objectives of each CoE prompt, specifically examining how well the LLM’s responses corresponded to 

the intended goals of each psychotherapy model. We focused on the model’s ability to accurately 

process and reflect the client’s emotional state and situation in its generated responses. Each data was 

annotated with ‘1’ for correct alignment with prompt’s objectives, and ‘0’ for those that fail to align 

with it (with explanations also provided by the human evaluators).

Based on the third-step evaluation results, additional behavioral coding was performed to understand 

why human evaluators assigned a ‘0’ rating to specific data. Generally, the LLM’s final responses 
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were generic and inclusive, which did not seem to include any problematic content. However, the 

misalignment error usually found at the two reasoning steps. The first reason for a ‘0’ rating was the 

LLM’s incorrect inference of the client’s emotional states and thoughts. The second reason was when 

the LLM did not understand the client’s posts. For example, when the client used self-mocking 

utterances, the bot could not grasp the underlying meaning of the post. The LLM sometimes 

provided the final response, including something irrelevant to the client’s post. The rationale for 

classification in the third step was to find cases when the client’s post did not include any negative 

content (or negative thought pattern). However, the LLM regarded the client’s statements as negative 

or unfortunate. 

The rationale for incorrect labeling varied across different psychotherapy approaches. In the 

CBT-CoE condition, the system often inaccurately interpreted the client’s negative thoughts. The 

DBT-CoE frequently misunderstood the client’s emotions and thoughts, including the underlying 

causes of emotional dysregulation. The PCT-CoE often misinterpreted the client’s situations by fixating 

on particular words in the posts, such as “trust,” “wish,” and “funeral.” Despite the fact that the 

posts did not explicitly address the client’s need for a sense of belonging, the RT-CoE effectively 

addressed client’s messages using the RT counseling method. 

Discussion

In this study, we hypothesize that eliciting empathic reasoning steps from large language models 

based on distinct psychotherapy models would demonstrate varying preferences and accuracies in 

generating empathic responses, thereby exploring the empathic response generation ability of generative 

AIs. Our findings support this hypothesis, revealing that LLMs without specific reasoning prompts 

significantly prefer the exploration strategy, with interpretation being the least favored. 

Despite all reasoning prompts predominantly generating exploration-related responses, they diverged 

from the base (non-reasoning) prompt by generating the interpretation strategy to varying degrees. 

Only the CBT-CoE prompt led to the highest frequency of interpretation strategy responses. This 

outcome likely mirrors the fundamental objective of Cognitive-Behavioral Therapy (CBT), which focuses 

on identifying and elucidating cognitive distortions clients express. These results underscore the critical 

role of context-specific empathic reasoning when integrating generative AI within therapeutic 
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interactions. This variation in classification accuracy across different CoE conditions underscores the 

importance of tailored empathic reasoning in enhancing the relevance and impact of AI-generated 

empathic communications.

We suggest several remaining points that were not addressed because they were outside our scope 

but should be considered for future research. First, given empathy’s multifaceted property and 

subjectivity, a wider range of evaluative criteria for AI alignment in empathic response will provide us 

with more insight into LLM’s ability to express empathy that aligns with personal interest and 

situational context. Our model mainly targets the general population from online peer support due to 

the limited availability of benchmark datasets for testing our models. As a result, we did not consider 

incorporating a broader spectrum of client data, such as symptom types and severity levels (e.g., 

normal, neurotic, borderline, psychotic). Future studies should incorporate expert-based evaluation to 

handle data from varied mental health conditions for effective AI-based clinical support (Ayers et al., 

2023). At the same time, safety and confidentiality concerns should also be addressed when handling 

the data (Gottlieb & Silvis, 2023). 

Our evaluation focused solely on the empathic accuracy of the LLMs’ and its alignment with 

prompt instruction, but did not measure user perception of generated output. User perception of 

empathic expression varies depending on whether they interact with humans or artificially intelligent 

systems (Medeiros et al., 2021). Furthermore, people perceive and react differently to AIs’ empathic 

expressions (Urakami et al., 2019). Thus, future works should investigate how users perceive and 

respond to the models’ empathic responses to enhance our understanding of the efficacy of LLMs’ 

empathic expressions. 

For human evaluation of AI alignment, we used a single LLM model (GPT-3.5-Turbo) and one 

domain, mental health. Incorporating a diverse text corpus, including career coaching and motivational 

interviewing (Miller & Rollnick, 2012), could enable LLMs to produce more personalized 

communication. This presents an opportunity for future research to encompass a wider array of topics 

and conversational styles, thereby increasing the reliability of LLM’s performance. Additionally, different 

LLMs may excel in varied capabilities, leading each LLM to display optimal performance in specific 

tasks (Sivarajkumar et al., 2023). Investigating and assessing the empathic expressions generated by 

different LLMs is crucial for a comprehensive evaluation of LLMs’ ability to discern human emotions 

and craft appropriate, empathic responses.
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(요  약)

인공지능 기반 사회적 지지를 위한

대형언어모형의 공감적 추론 향상:

심리치료 모형을 중심으로

  이 윤 경1)   이 인 주1)   신 민 정2)   배 서 연1)   한 소 원1,2)

1)서울대학교 심리학과       2)서울대학교 협동과정 인지과학전공

  대형언어모형(LLM)을 현실에 적용하려는 지속적인 노력에도 불구하고, 인공지능이 맥락을 이해하고 사람

의 의도에 맞게 사회적 지지를 제공하는 능력은 아직 제한적이다. 본 연구에서는 LLM이 사람의 감정 상태

를 추론하도록 유도하기 위해, 심리 치료 이론을 기반으로 한 공감 체인(Chain of Empathy, CoE) 프롬프트 

방법을 새로 개발했다. CoE 기반 LLM은 인지-행동 치료(CBT), 변증법적 행동 치료(DBT), 인간 중심 치료

(PCT) 및 현실 치료(RT)와 같은 다양한 심리 치료 방식을 참고하였으며, 각 방식의 목적에 맞게 내담자의 

정신 상태를 해석하도록 설계했다. CoE 기반 추론을 유도하지 않은 조건에서는 LLM이 사회적 지지를 구하

는 내담자의 글에 주로 탐색적 공감 표현(예: 개방형 질문)만을 생성했으며, 추론을 유도한 조건에서는 각 

심리 치료 모형을 대표하는 정신 상태 추론 방법과 일치하는 다양한 공감 표현을 생성했다. 공감 표현 분

류 과제에서 CBT 기반 CoE는 감정적 반응, 탐색, 해석 등을 가장 균형적으로 분류하였으나, DBT 및 PCT 

기반 CoE는 감정적 반응 공감 표현을 더 잘 분류하였다. 추가로, 각 프롬프트 조건 별로 생성된 텍스트 데

이터를 정성적으로 분석하고 정렬 정확도를 평가하였다. 본 연구의 결과는 감정 및 맥락 이해가 인간-인공

지능 의사소통에 미치는 영향에 대한 함의를 제공한다. 특히 인공지능이 안전하고 공감적으로 인간과 소통

하는 데 있어 추론 방식이 중요하다는 근거를 제공하며, 이러한 추론 능력을 높이는 데 심리학의 이론이 

인공지능의 발전과 활용에 기여할 수 있음을 시사한다. 

주제어 : 공감, 인공지능 기반 사회적 지지, 대형언어모형, 자연어처리, 인지적 AI, AI Alignment


