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Abstract

As automated essay scoring (AES) has progressed from handcrafted techniques

to deep learning, holistic scoring capabilities have merged. However, specific

trait assessment remains a challenge because of the limited depth of earlier

methods in modeling dual assessments for holistic and multi-trait tasks. To

overcome this challenge, we explore providing comprehensive feedback while

modeling the interconnections between holistic and trait representations. We

introduce the DualBERT-Trans-CNN model, which combines transformer-

based representations with a novel dual-scale bidirectional encoder representa-

tions from transformers (BERT) encoding approach at the document-level. By

explicitly leveraging multi-trait representations in a multi-task learning (MTL)

framework, our DualBERT-Trans-CNN emphasizes the interrelation between

holistic and trait-based score predictions, aiming for improved accuracy. For

validation, we conducted extensive tests on the ASAP++ and TOEFL11 data-

sets. Against models of the same MTL setting, ours showed a 2.0% increase in

its holistic score. Additionally, compared with single-task learning (STL)

models, ours demonstrated a 3.6% enhancement in average multi-trait perfor-

mance on the ASAP++ dataset.
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1 | INTRODUCTION

Automated essay scoring (AES), which involves the use
of computer systems to automatically evaluate essays in a
manner similar to that of human graders, has been
widely researched owing to its potential impact on educa-
tional assessment [1, 2]. Recognized for its practicality
and cost effectiveness [3], AES research has evolved sig-
nificantly from analyzing text complexity features [4] to
leveraging machine-learning techniques [5], reflecting

broader developments in technology and artificial
intelligence.

Previous studies have employed various techniques,
including traditional machine-learning approaches, such as
linear regression and clustering. These techniques focus on
using features extracted from essays, including average
word length, paragraph count, and grammatical struc-
ture [2]. Certain studies [6] have combined feature engi-
neering models with end-to-end models, demonstrating the
improved potential of machine-learning AES approaches.
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Deep neural networks, such as convolutional neural
networks (CNNs) [7] and recurrent neural networks [8],
have been employed to learn complex patterns effectively
while eliminating the need for intricate feature engineer-
ing [9–11]. With the advent of bidirectional encoder rep-
resentations from transformers (BERT) [12], these
models have been significantly enhanced in terms of
AES [13]. However, most relevant studies have concen-
trated on generating comprehensive holistic scores to
evaluate essay quality. Although considerable human-
like results have been observed in this area, there is a
growing need to assess essays based on specific traits
[14, 15], such as organization, content, and word choice,
which differ across categories. Evaluating trait-specific
attributes can provide detailed feedback and enrich the
understanding and transparency of an essay’s overall
quality. Previous work [16] considered essay traits an
auxiliary task, mainly concentrating on using their scores
to improve holistic score prediction. However, this
approach handles traits secondary to holistic accuracy.
Consequently, the potential for delivering comprehensive
feedback to students remains uninvestigated.

To overcome these limitations, we adopt a compre-
hensive approach that leverages the simultaneous predic-
tion of holistic and multi-trait scores to establish a
framework in which trait-specific representations directly
contribute to accurate holistic score predictions. This
interdependency enhances prediction accuracy for both
aspects of essay evaluation, offering more precise and
informative feedback. Importantly, our approach signifi-
cantly boosts the explainability [17, 18] and interpretabil-
ity of AES. By explicitly leveraging representations from
multi-trait scores, our model not only provides improved
predictions but also expresses the reasoning behind those
predictions. This transparency empowers educators and
students to understand how individual essay traits con-
tribute to holistic assessment, thereby fostering a more
effective learning process.

Furthermore, although transformer-based models,
such as BERT, have shown significant potential for AES,
particularly for holistic scoring [13], their capacity to per-
form comprehensive document-level modeling, especially
for simultaneous multi-trait and holistic score predic-
tions, remains relatively unexplored. Hence, we empha-
size the critical need for an approach that not only
integrates the power of transformers for holistic scoring,
but also extends their capabilities to address the complex-
ity of multi-trait evaluation.

To address these issues, our proposed DualBERT-
Trans-CNN model introduces an innovative approach to
AES. It adopts a hierarchical BERT structure as its first
encoding scheme, which is strategically designed to lever-
age the strengths of transformer-based representations.

This structure is adept at deriving sentence-level repre-
sentations and subsequently constructing comprehensive
document-level representations. Notably, this method
captures the contextual relationships between sentences,
making it particularly effective for long essays with com-
plex content. This hierarchical BERT structure is comple-
mented by a second encoding scheme that integrates a
convolutional layer for local feature extraction on top of
the BERT structure. This scheme extracts fine-grained
local information from the essay, thereby enhancing the
model’s ability to assess and analyze trait-specific attri-
butes. By incorporating both encoding approaches, our
model combines the advantages of capturing the global
context and local details, enabling a more comprehensive
understanding of the essay content. Diverse experiments
on the ASAP++ [19] and TOEFL11 [20] datasets demon-
strate the efficacy of our model, which outperforms sev-
eral baseline approaches, verifying its practicality and
potential for advancing the field of AES.

Our main contributions can be summarized as
follows:

• Innovative unified model for holistic and multi-
trait feedback: We introduce DualBERT-Trans-CNN
as a novel unified model that leverages a transformer-
based architecture to provide simultaneous and accu-
rate holistic and multi-trait feedback, with particular
emphasis on trait-specific evaluations.

• Hierarchical structure for real-world complexity:
The hierarchical structure of our model effectively
encodes essays of varying lengths, thereby enabling it
to address the diversity of real-world essays. Empirical
tests on the ASAP++ dataset highlight its adaptability
across diverse essay lengths and categories while estab-
lishing optimal sentence lengths.

• Comprehensive validation and robustness analy-
sis: The efficacy of our model is confirmed through
thorough validation, including baseline comparisons,
extensive experimentation using the ASAP++ and
TOEFL11 datasets, and detailed analyzes. These rigor-
ous investigations reinforce the reliability of the pro-
posed model, affirming its potential to provide
trustworthy and insightful essay evaluations.

2 | RELATED WORK

2.1 | Holistic grading

Holistic AES grading has experienced substantial
advancements in recent years, driven by the integration
of deep-learning methods [21–23], which have proven
effective in assessing both short and long essays, as
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evidenced by various studies. In the domain of short
essays [24, 25], deep learning techniques have been used
to achieve holistic grading, whereas for longer essays, the
methods presented in [10, 11, 13] yield significant results.
Additionally, [15] utilized a simple neural network model
enhanced with an attention mechanism and a hierarchi-
cal structure to augment its evaluation capabilities. Other
studies [26, 27] have extended the use of neural networks
by employing transformer-based pretrained language
models for AES, demonstrating their effectiveness. The
capabilities of GPT-3.5, particularly in AES and grading,
were explored in a recent study [28].

Researchers have proposed innovative methodologies
for generalizing essay scores across various prompts and
domains [29–31]. For example, [32] presented a two-stage
deep neural network that generated pseudo-data for both
prompt-dependent and prompt-specific conditions,
thereby enhancing the model adaptability across different
prompts. The method proposed in [33] enhances the
domain transferability of AES models, with the goal of
developing models that can score essays effectively,
regardless of the domain. However, many of these efforts
have focused primarily on holistic scoring, with limited
attempts to address trait-specific evaluation dimensions.
In the context of these deep learning-based methodolo-
gies, our work extends this line of research by
further advancing the capabilities of transformer-based
architectures to encompass holistic and multi-trait
evaluations.

2.2 | Utilizing specific traits

Some studies [34–36] have highlighted the importance of
trait utilization, emphasizing the adoption of multi-task
learning (MTL) approaches for multi-trait evaluation. In
this context, [16] presented a thorough comparison
between single-task learning (STL) and MTL, demon-
strating the advantages of the latter. Numerous studies
have investigated inherent trait characteristics to provide
a deeper understanding and more accurate evaluation of
essay quality. For example, [37] utilized discourse ele-
ment identification at both the sentence and paragraph
levels with an organizational evaluation to effectively
assess argumentative essays. [38] proposed a hierarchical
coherence model to evaluate the overall quality of docu-
ments by considering the coherence of an essay at vary-
ing granularities. Reference [39] employed an
unsupervised learning method to obtain discourse-aware
text representations, thereby enhancing the organization
and argumentation strength of the AES. Furthermore,

studies such as [40] have leveraged transformer models
for text coherence assessment across multiple tasks.

2.3 | Generation of feedback comments

Research on essay evaluation is expanding beyond
essay scoring to the generation of explanatory feedback
[41–46], which is expected to aid writers in the direct
development of their skills. Initial studies on these
types of tasks predominantly addressed grammatical
errors, with a common focus on the correct use of
prepositions. A notable study [42] proposed a corpus of
1900 essays with detailed annotations of preposition
errors and employed a neural retrieval–based method
for feedback generation. However, this method is con-
strained by its inability to produce feedback beyond
the training dataset. To address this rigidity, [43] pro-
posed a more flexible hybrid model that combines neu-
ral retrieval-based techniques with a pointer generator
network.

The feedback-comment-generation task gained fur-
ther attention with the GenChal2022 shared task [44],
which brought about the challenge of managing the
diversity of freely generated comments. Hence, [45]
suggested the use of generalized templates, which
involves tagging grammatical errors using existing sys-
tems and replacing diverse comments with standard-
ized templates. To expand the scope of feedback, [46]
introduced a Chinese dataset featuring enriched com-
mentary from narrative essays utilizing a two-stage
planning method. These developments complement tra-
ditional scoring methods and offer an extended domain
for AES.

3 | METHODS

3.1 | DualBERT-Trans-CNN model

As shown in Figure 1(A), DualBERT-Trans-CNN serves
as a single-task encoder model that leverages a trans-
former-based hierarchical structure and, in Figure 1(B),
represents an overall multitask learning framework that
integrates N + 1 instances of the DualBERT-Trans-CNN
model, where N denotes the total number of traits scored
with an additional incorporated encoder to provide a
holistic assessment of the essay. Each DualBERT-
Trans-CNN model utilizes a document-level encoder con-
sisting of two distinct encoding modules: BERT-TransEnc
and BERT-CNN. Additionally, the prediction layer
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merges the representations from the document-level
encoder and predicts the final score of the essay. Detailed
descriptions of the components are provided in the fol-
lowing subsections.

3.1.1 | Document-level encoder

BERT-TransEnc (sentence- and document-level)
The BERT-TransEnc module adopts a hierarchical struc-
ture for document-level encoding to capture and model
the intersentence relationships that form the overall doc-
ument structure by understanding how individual sen-
tences interact with and relate to each other. Given an
input document, D, consisting of sentences
X ¼ s1,s2,s3,…snð Þ, this module use BERT to generate a
sentence-level representation, sei �ℝd, for each sentence.

SE¼ se1, se2, …, senð Þ : ð2Þ

By combining these sentence-level representations,
we obtain a matrix, SE �ℝn�d, which represents the col-
lective information of the sentences within the document.
A transformer encoder layer is subsequently applied to the
sentence-level representations to capture their dependen-
cies and contextual information. We used a transformer
encoder with L¼ 5 layers. The intermediate representa-
tions obtained in each layer are represented by the out-
put, hi �ℝn�d.

h¼TransformerEncoder SEð Þ, ð3Þ

H¼ h1, h2, h3, …, hLð Þ: ð4Þ

Finalthree layers of outputs are concatenated to
form a new representation, hconcat �ℝn�3d. This step
captures essential contextual information from multiple
layers and effectively encodes the overall semantics of the
document.

hconcat¼ hL�2, hL�1, hL½ �, ð5Þ

hd1 ¼MeanPool hconcatð Þ: ð6Þ

Finally, a mean pooling operation processes the
concatenated representation to generate a comprehensive
document representation, hd1 �ℝ3d: This pooled repre-
sentation encapsulates the key features from intermedi-
ate representations, yielding an efficient document-level
representation that encodes the contextual relationships
between sentences and captures the semantic essence of
the document.

BERT-CNN (document-level)
The BERT-CNN provides another approach for
document-level encoding. This method leverages a CNN
to augment the final [CLS] output from the BERT,
thereby optimizing the extraction of local features from a
document. The final [CLS] output of documentD,
denoted as X �ℝd, is subsequently processed by three dis-
tinct convolution filters with varying receptive field sizes
(5, 10, and 15), each with a filter size of 256. The convolu-
tion filters are represented by the weight matrices, wi,
and bias terms, bi. To incorporate nonlinearity, we apply
a rectified linear unit (ReLU) function, f , to each convo-
lution operation.

ci ¼ f wi �Xi:iþh�1þbið Þ, ð7Þ

hd2 ¼ max cið Þ: ð8Þ

The final representation, hd2 �ℝd, is obtained by tak-
ing the maximum value over the feature maps, which
serves as an integral component in subsequent prediction
stages by complementing the first document-level repre-
sentation provided by the BERT-TransEnc module.

Prediction layer. In an STL framework, where the objec-
tive is to predict individual traits or holistic scores, the

F I GURE 1 Architecture of the DualBERT-Trans-CNN model in STL and MTL settings (A) single-task encoder model (DualBERT-

Trans-CNN) and (B) framework of multi-task learning.
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prediction layer of our model combines the final repre-
sentations derived from the BERT-TransEnc and BERT-
CNN modules, represented as hd1 and hd2, respectively.
These concatenated representations serve as inputs for
generating predictive scores. For regression-based tasks, a
sigmoid function is adopted to constrain the score range
to zero and one, as shown in (9). Subsequently, the score
is mapped to a specific range corresponding to each writ-
ing prompt, resulting in the final score.

ypredtrait ¼ σ wi � hjd1, h
j
d2

h i
þbi

� �
: ð9Þ

To predict the holistic score within the MTL frame-
work, the trait-specific representations extracted from the
BERT-TransEnc model, denoted as hjd1, where
j� 1, …, Tf g and T denotes the total number of traits) are
concatenated with the document-level representations,
hd1 and hd2:The concatenated representation,
[h1d1, h

2
d1, …, h

T
d1, hd1, hd2�, is processed to derive a holistic

score prediction, as shown in (10):

ypred_holistic ¼ σ wi � h1d1, h
2
d1, …, h

T
d1, hd1, hd2

� �þbi
� �

: ð10Þ

This process enables the prediction of holistic scores
by incorporating trait-specific representations from the
BERT-TransEnc model and combining them with holistic
document-level representations, thereby providing a
richer understanding of the text. For multi-class classifi-
cation tasks, where the level of an essay is classified as
“low,” “medium,” or “high,” the sigmoid functions in (9)
and (10) are replaced by the Softmax function.

3.1.2 | Multi-task learning

For holistic score prediction within the MTL framework,
we employ a weighted-loss approach to ensure a balanced
contribution between trait-specific and holistic scores
throughout the learning phase. We specifically utilize
the mean squared error (MSE) loss, where the loss
for both trait-specific and holistic tasks is represented
by (11):

L¼MSE ypred, ytrue
� �

, ð11Þ

where ypred denotes the output score of the model, and
ytrue denotes the corresponding ground-truth score. The
final MTL loss is the weighted sum of individual losses.

Greater weight is assigned to holistic score loss based on
the findings of our empirical analysis.

LMTL ¼ α�Ltraitþ 1�αð Þ �Lholistic: ð12Þ

In (12), α represents the weight assigned to the multi-
trait loss within a prompt, whereas 1�αð Þ represents the
weight assigned to the holistic loss. In this study, we set α
to 0.3 to more strongly emphasize holistic loss, which is
consistent with our objective of capturing the compre-
hensive semantic context of a document. By employing
this weighted approach, our model optimizes both trait-
specific and holistic predictions.

4 | EXPERIMENTS

4.1 | Baselines

LSTM-CNN-att [47]: This is an integrated CNN
with long short-term memory (LSTM) in a hierarchi-
cal sentence document framework. It utilizes atten-
tion pooling to capture crucial features of essay
scoring.
SkipFlow LSTM [9]: This is a deep-learning archi-
tecture that embeds textual coherence modeling into
AES by capturing semantic relationships within the
hidden states of an LSTM.
Considering-Context-XLNet [48]: Based on XLNet,
this model counters the bias in neural essay scoring
caused by essay length and is designed to focus on
content quality.
Trans-BERT-MS-ML-R [26]: Leveraging BERT for
essay scoring, this model uses a joint learning
method to generate multiscale essay representations
and incorporates multiple loss functions alongside
transfer learning techniques.
MTL-CNN-BiLSTM [16]: This model combines
CNN-BiLSTM using an MTL approach with holistic
scoring as the primary task and multi-trait scoring as
an auxiliary task.
BERT [12]: The BERT model pretrains deep
bidirectional representations from text and achieves
state-of-the-art performance in numerous natural
language processing tasks. We conducted experi-
ments using the bert-base model with an added dense
layer for MTL fine-tuning.
BigBird [49]: This transformer variant is designed to
handle longer sequences using a sparse attention
mechanism. In this study, we experimented with a
Bigbird-base model.

86 CHO ET AL.

 22337326, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.4218/etrij.2023-0324 by South K

orea N
ational Provision, W

iley O
nline L

ibrary on [28/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



4.2 | Datasets

Our model was trained and evaluated using two promi-
nent essay-scoring datasets: ASAP++ [19] and
TOEFL11 [20]. The ASAP++ dataset is an enhanced ver-
sion of the widely recognized ASAP dataset [50] from the
Kaggle competition in the AES domain and includes
12 978 essays distributed across three categories and eight
prompts written by students in grades 7–10. Each essay
was scored holistically based on multiple traits. Trait-
specific scores cover detailed aspects of writing, such as
“content,” “organization,” “word choice,” and “sentence
fluency.” The TOEFL11 dataset originated from a collec-
tion of 12 100 vacation essays written by non-native
English writers. Unlike ASAP++, TOEFL11 scores essays
solely at the holistic level, classifying them into “low,”
“medium,” and “high” categories. Table 1 provides
detailed descriptions of the ASAP++ and TOEFL11 data-
sets. For a practical illustration, examples of essays from
both datasets are provided in Figure A1 in the Appendix.

Additionally, to complement our cross-domain analy-
sis for multi-trait prediction, we incorporated the
ELLIPSE corpus [51] derived from the Kaggle competi-
tion and written by English language learners, which
includes 3911 argumentative essays that offer trait-
specific scores on “cohesion,” “syntax,” “vocabulary,”
“phraseology,” “grammar,” and “conventions.”

4.3 | Evaluation metrics

We applied two prevalent evaluation metrics from the
AES field: quadratic weighted kappa (QWK) [52] and

accuracy. For the ASAP++ and ELLIPSE corpora, in
which the task was to predict a score, we used QWK,
which is suitable for regression problems. The QWK mea-
sures the agreement between two graders, represented by
the predicted and actual essay scores, with values ranging
from zero to one. For the TOEFL11 dataset, which corre-
sponds to a classification task, we employed an accuracy
metric to measure the proportion of correct predictions
made by the model.

4.4 | Implementation details

For our model’s BERT-TransEnc module, we leveraged
the pretrained bert-mini model from Huggingface, which
was designed with 256 hidden layers to process a maxi-
mum of 60 sentences in each essay, with each limited to
64 tokens. At the document level, a five-layer transformer
with 786 hidden layers was employed. The BERT-CNN
module utilizes a bert-base model with a size of
768, which is set to handle a maximum token length
of 512 per essay.

Training was performed using fivefold cross-
validation and repeated 10 times across both datasets.
Specifically, for the ASAP++ dataset, we adhered
to the fold ID from [10], with a data distribution
of 60% for training, 20% for validation, and 20% for
testing.

The key hyperparameters for model training included
a learning rate of 2e�5, a dropout rate of 0.1, and a batch
size of 16. Training was performed for a maximum of
30 epochs, with a patience value of 10, using an RTX
6000 NVIDIA GPU with 48 GB memory.

TAB L E 1 Dataset descriptions of ASAP++ and TOEFL11.

Prompt # Essays Avg # word tokens Category Trait

Dataset: ASAP++

1 1783 350 Persuasive content/organization/word choice/sentence fluency/
conventions

2 1800 350 Persuasive content/organization/word choice/sentence fluency/
conventions

3 1726 150 Source-based content/narrativity/prompt adherence/language

4 1772 150 Source-based content/narrativity/prompt adherence/language

5 1805 150 Source-based content/narrativity/prompt adherence/language

6 1800 150 Source-based content/narrativity/prompt adherence/language

7 1569 250 Narrative content/organization/conventions/style

8 723 650 Narrative content/organization/word choice/sentence fluency/
conventions/voice

Dataset TOEL11

1–8 12 100 348 Argumentative -
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4.5 | Results and analysis

4.5.1 | Performance comparison

Holistic score performance
Tables 2 and 3 present the holistic scoring performance of
the proposed DualBERT-Trans-CNN model and existing
state-of-the-art AES models on the ASAP++ and
TOEFL11 datasets across two distinct settings. Table 2
presents the performance measures averaged over 10 five-
fold cross-validation experiments, as suggested in [48].
Averaging across multiple runs ensures consistent and
stable metric values by mitigating variations, thereby pro-
viding a reliable performance evaluation. As shown in
Table 2, the Considering-Content-XLNet [48] model dem-
onstrated higher performance than our model on the
ASAP++ dataset. However, for the TOEFL11 dataset,
our DualBERT-Trans-CNN model outperformed the
considering-content-XLNet model by a substantial mar-
gin of 4.0%. This highlights the fact that although the
Considering-Content-XLNet model is effective for analyz-
ing the correlation between essay length and score, its
performance was inconsistent across all datasets. In con-
trast, our model underscores its efficacy with both data-
sets, emphasizing its robustness in providing holistic
score assessments.

A noteworthy observation from the performance com-
parisons in Table 2 is the apparent effectiveness of
transformer-based models with neural networks. This is evi-
dent because both Considering-Content-XLNet and
DualBERT-Trans-CNN, which are based on transformer
architectures, outperformed models that rely on LSTM net-
works. This highlights the advantages of transformer-based
architectures in capturing complex essay traits and patterns,
leading to improved holistic scoring performance.

Table 3 complements Table 2 by presenting the per-
formance of the essay scoring models across the STL and
MTL settings. In this context, MTL refers to settings in
which trait scores are utilized in a multitask learning
manner. Table 3 presents the outcomes from a combina-
tion of 10 cross-validation experiments and one

additional, thereby facilitating a holistic assessment of
model capabilities. Notably, Trans-BERT-MS-ML-R [23]
and MTL-CNN-BiLSTM [16] were performed solely
within the scope of single-experiment score predictions.

In the context of STL, Trans-BERT-MS-ML-R [26]
outperformed our DualBERT-Trans-CNN model by 0.7%
on the ASAP++ dataset (Table 3). Although this achieve-
ment underscores the potential of the Trans-BERT-MS-
ML-R model, the scope of this model is limited to a single
holistic grading prediction, unlike our DualBERT-
Trans-CNN model, which can handle both holistic and
multi-trait outcomes. Hence, although our model yielded
a lower performance from one perspective, it demon-
strated versatility by extending its capabilities beyond the
bounds of simple holistic scoring.

A comparison of the models in the MTL setting is par-
ticularly noteworthy, as listed in Table 3. To ensure fair-
ness, we also present the performance of our model
based on a single experiment that aligns with the
approach used for other models. The results demonstrate
the superiority of our DualBERT-Trans-CNN model over
the MTL-CNN-BiLSTM model. Notably, the value of 2.0%
underscores the efficacy of our model within the MTL
framework.

Performance on long-sequence essays
Table 41 presents an evaluation of the holistic scoring
performance for both long (averaging 450 tokens) and
short (averaging 170 tokens) sequence essays across STL
and MTL settings. In this evaluation, the DualBERT-
Trans-CNN model was compared with the MTL-CNN-
BiLSTM, Transformer-based BERT, and BigBird models.
The token length for BERT was set to 512, whereas that
for BigBird was set to 1024, considering GPU capacity
constraints.

In this comparison, the DualBERT-Trans-CNN model
outperformed the long-sequence essays in both STL and
MTL settings, with a significant improvement of 2.1% in
the MTL setting. These results highlight the robustness
and efficiency of the proposed model in handling longer
texts. These results also underscore the proficiency of our
model, specifically the hierarchical BERT-TransEnc mod-
ule, in its efficient processing and evaluation of long texts.

Multi-trait score performance
Table 52 presents detailed comparisons of the average
multi-trait scores across all prompts for the ASAP++

TAB L E 2 Performance comparison of holistic scoring results

across ten cross-validation experiments.

Model
ASAP++

(QWK)
TOEFL
(Acc)

LSTM-CNN-att (Dong et al., 2017) 0.764 0.667

SkipFlow LSTM (Tay et al., 2018) 0.764 -

Considering-Content-XLNet (Jeon
et al., 2021)

0.786 0.728

DualBERT-Trans-CNN (Ours) 0.782 0.768

1The experiments for BERT and BigBird were implemented by the
authors.
2In Table 5, the experiments for BERT were implemented by the
authors. Specific numerical results for MTL-CNN-BiLSTM are absent
due to the format of the data presentation in [16]. For a comparative
visual comparison based on those bar graphs, refer to Figure 2.
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dataset. The associated visual representations are shown
in Figure 2. The LSTM-CNN-att model, which was setup
as an STL system, was specifically trained to indepen-
dently predict individual traits. In contrast, the other
models predicted both trait and holistic scores
simultaneously.

As shown in Table 5, our proposed DualBERT-
Trans-CNN model provided robust performance for multi-
trait scoring, with an average improvement of 3.6% across
all traits when compared with the lowest scores of each.
This is particularly evident for the traits of “voice,”
“conventions,” “word choice,” and “sentence fluency,”

TAB L E 5 Performance comparisons on multi-trait feedback for the ASAP++ dataset.

Model Cont Org WC SF Conv PA Lang Narr Style Voice Avg

LSTM-CNN-att (Dong et al., 2017) 0.707 0.649 0.621 0.612 0.605 0.731 0.640 0.699 0.659 0.544 0.647

BERT (Devlin et al., 2018) 0.719 0.668 0.676 0.625 0.656 0.731 0.659 0.703 0.693 0.610 0.674

DualBERT-Trans-CNN (Ours) 0.726 0.682 0.680 0.663 0.668 0.732 0.660 0.704 0.693 0.621 0.683

Δ (%) 1.9 3.3 5.9 5.1 6.3 0.1 2.0 0.5 3.4 7.7 3.6

TAB L E 3 Performance comparisons across ten cross-validation experiments and a single cross-validation experiment highlighting STL

and MTL settings.

MTL Model ASAP++ (QWK) TOEFL (Acc)

O LSTM-CNN-att (Dong et al., 2017) 0.764 0.667

O SkipFlow LSTM (Tay et al., 2018) 0.764 -

O Considering-Content-XLNet (Jeon et al., 2021) 0.786 0.728

O Trans-BERT-MS-ML-R (Wang et al., 2022) 0.791 -

✓ MTL-CNN-BiLSTM (Kumar et al, 2022) 0.764 -

✓ DualBERT-Trans-CNN (Ours) 0.784 0.771

TAB L E 4 Performance comparisons on long and short essays in the ASAP++ dataset.

MTL Model 1,2,8 (long essays) 3,4,5,6,7 (short essays)

O BERT (Devlin et al., 2018) 0.734 0.789

O BigBird (Zaheer et al., 2020) 0.750 0.793

O DualBERT-Trans-CNN (Ours) 0.753 0.790

✓ MTL-CNN-BiLSTM (Kumar et al, 2022) 0.740 0.778

✓ DualBERT-Trans-CNN (Ours) 0.761 0.794

F I GURE 2 Performance comparisons on multi-trait scoring of ASAP++ dataset including the CNN-BiLSTM (Kumar et al., 2022)

results.
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where it significantly outperformed the LSTM-CNN-att
model. These improvements highlight the advantages of
incorporating pretrained information from transformer-
based models into both BERT [12] and our proposed model,
effectively capturing the essential elements of writing traits.
Furthermore, our analysis revealed that the traits with the
most pronounced enhancements largely aligned with those
from the “persuasive” and “narrative” categories, as
described in Table 1. Furthermore, a comparative assess-
ment between the LSTM-CNN-att and the other models
indicated the superiority of the MTL framework over STL,
which can be attributed to integrated trait information pro-
cessing during the training phase. These results demon-
strate the applicability of the DualBERT-Trans-CNN model
for grading holistic and trait-specific scores in the MTL
framework within these essay categories.

4.5.2 | Ablation test results

The ablation study summarized in Table 6 provides a
comprehensive understanding of the effects of each com-
ponent within the DualBERT-Trans-CNN model on its
overall efficacy. As described in Section 3.1.1, BERT-
TransEnc and BERT-CNN are document encoders that
utilize a single BERT model, whereas DualBERT-Trans
utilizes a dual-scale BERT approach without a convolu-
tion layer and is a simplified version of the proposed
DualBERT-Trans-CNN model.

A comparative analysis revealed the advantages of
dual-scale BERT models over their counterparts that rely

on a singular BERT model, such as the BERT-TransEnc
and BERT-CNN. The DualBERT-Trans model, which uti-
lizes a dual-scale BERT without a convolution, showed a
2.2 and 1.8% higher holistic scoring performance than
BERT-TransEnc and BERT-CNN, respectively. This inter-
mediately demonstrates an improved understanding of
essays by capturing both sentence- and document-level
information, which is essential for recognizing coherence
and logical structure. The subsequent inclusion of a con-
volutional layer in DualBERT-Trans-CNN further refined
this approach by extracting local features, thereby enhanc-
ing the model’s ability to interpret and score essays of
varying lengths and complexities. Moreover, when consid-
ering multiple traits within an MTL framework,
DualBERT-Trans-CNN demonstrated superior perfor-
mance on STL, underscoring the significance of utilizing
multi-trait data within an MTL framework for comprehen-
sive essay assessment. Overall, integrating document
encoding techniques, embedding a convolutional layer in
the BERT-CNN, and deploying a multi-trait-guided MTL
framework significantly improved the performance of our
model for both holistic and multi-trait essay scoring.

4.5.3 | Further analysis

Computational resource analysis
Table 7 presents a comparative analysis of the parameter
sizes and runtime efficiencies of the DualBERT-
Trans-CNN and BERT-based modules under holistic and
multi-trait learning conditions. We assessed the total

TAB L E 6 Performance comparisons of DualBERT-Trans-CNN modules on the ASAP++ dataset.

MTL Model 1 2 3 4 5 6 7 8
Avg
(holistic)

Avg
(multi-trait)

✓ BERT-TransEnc 0.826 0.696 0.658 0.779 0.804 0.792 0.812 0.710 0.760 0.687

✓ BERT-CNN 0.799 0.660 0.688 0.803 0.805 0.812 0.823 0.723 0.764 0.689

✓ DualBERT-Trans 0.824 0.703 0.686 0.806 0.811 0.817 0.830 0.748 0.778 0.694

✓ DualBERT-Trans-CNN 0.822 0.710 0.689 0.808 0.813 0.827 0.832 0.752 0.782 0.697

O DualBERT-Trans-CNN 0.824 0.694 0.684 0.806 0.810 0.820 0.830 0.742 0.776 -

TAB L E 7 Parameter and runtime comparison for DualBERT-Trans-CNN and BERT-based modules during scoring on prompt 1.

MTL Model Parameters (M) Training time (s) Inference time (s)

✓ BERT-TransEnc 168 633 1.73

✓ BERT-CNN 224 1091 3.44

✓ DualBERT-TransEnc 277 1570 4.44

✓ DualBERT-Trans-CNN 313 1702 4.84
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training time over 30 epochs and the inferencing time on
the test set using the ASAP++ dataset for Prompt 1 with-
out early stopping. Although the DualBERT-Trans-CNN
model suffered more parameters, extended training, and
longer inference times, these increases were quite modest
considering the performance gains listed in Table 6. The
moderate rise in resource usage by the DualBERT-
Trans-CNN model was proportional to its advanced capa-
bilities, underscoring the efficiency in processing and
managing the complexities of the dataset, particularly
within an MTL framework.

Effects of the loss weight ratio
Table 8 presents the effects of adjusting the weight loss
ratio between holistic and multi-trait losses on the perfor-
mance of the DualBERT-Trans-CNN model. The table
shows that the performance changed with the loss weight
distribution. A loss weight ratio of 0.3 for multi-trait loss
and 0.7 for holistic loss yielded the best average perfor-
mance for holistic scoring. This ratio represents the
model’s preference for a greater emphasis on holistic loss
during learning. These empirical findings indicate that
our model is more influenced by the holistic loss compo-
nent than by the multi-trait loss component during train-
ing, suggesting that our model emphasizes the holistic
aspect when considering these two elements during the
essay-grading task. Furthermore, because the model was
designed to leverage the representation of multi-trait
information by concatenating its representations when
predicting holistic loss, it inherently emphasized the
training objective of multi-trait scoring, further underlin-
ing the importance of holistic scoring.

Effects of sentence length and count
Tables 9 and 10 present the effects of sentence tokenization
on the proposed model. Specifically, they revealed how
variations in sentence token length and the total number
of encoded sentences in an essay influenced model perfor-
mance. Table 9 details how variations in token length
affected the performance of both our model and the hierar-
chical LSTM-CNN-att model [47]. By applying the same
hyperparameter settings to the LSTM-CNN-att model as
used with our DualBERT-Trans-CNN, we ensured a
precise comparison. The results revealed that differences in
token length minimally affected the performance of
both models, with a slight improvement observed for
longer-sentence tokens for the LSTM-CNN-att model.

Table 10 lists the number of sentences from the essay
that affect model performance. The results show that
essays with 60 encoded sentences outperformed those
with 30 sentences by 2% in terms of holistic scoring. This
suggests that the number of sentences is more important
than the sentence length. Ensuring adequate representa-
tion of an essay, particularly in the context of the number
of encoded sentences, is crucial for a comprehensive and
accurate evaluation.

Performance in the cross-domain setting
Table 11 presents the performance of the DualBERT-
Trans-CNN model compared with the LSTM-CNN-att
model in cross-domain settings, specifically utilizing the
ELLIPSE corpus and ASAP++ dataset. When trained on
ELLIPSE and tested on ASAP++’s Prompt 1 argumenta-
tive essays, the DualBERT-Trans-CNN model outper-
formed the LSTM-CNN-at model in both multi-trait and
holistic scoring. Conversely, when trained on ASAP++

TAB L E 8 Effects of ratio of loss weight on holistic and trait

loss.

Loss weight
(trait, holistic) Holistic (QWK)

Multi-trait
(QWK)

0.3, 0.7 0.782 0.697

0.5, 0.5 0.780 0.697

0.7, 0.3 0.777 0.697

TAB L E 9 Impact of varying sentence token lengths on the ASAP++ dataset.

Sentence token length Holistic (QWK) Multi-trait (QWK)

DualBERT-Trans-CNN (Ours) 32 0.780 0.696

64 0.782 0.697

128 0.781 0.696

LSTM-CNN-att (Dong et al., 2017) 32 0.738 0.636

64 0.745 0.644

128 0.745 0.645

TABL E 1 0 Impact of varying numbers of encoded sentences

in an essay on the proposed model on the ASAP++ dataset.

Number of
sentences

Holistic
(QWK)

Multi-trait
(QWK)

30 0.762 0.689

60 0.782 0.697
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and tested on ELLIPSE, the DualBERT-Trans-CNN
model scored higher on multi-trait scoring but not on
holistic scoring. This indicates that, although our model
demonstrates the potential for domain generalization in
trait-specific scoring, there is room for improvement
in holistic scoring in diverse settings, including few- or
zero-shot learning cases.

5 | CONCLUSIONS

In this study, we introduced the novel DualBERT-
Trans-CNN model: a transformer-based framework pow-
ered by dual-scale BERT encoding that ensures diverse
document-level representations and exhibits adaptability
across various essay lengths. Our rigorous evaluation pro-
cess, which encompassed baseline comparisons, diverse
experimental setups, and ablation tests, demonstrated the
superior robustness and validity of our approach.
The analysis performed on the ASAP++ and TOEFL11
datasets strongly demonstrated the proficiency of our
model in trait-specific scoring, emphasizing its signifi-
cance in the AES domain.

In the future, we aim to advance the AES field by
integrating more actionable and interpretable feedback
mechanisms, considering the emergence of technologies,
such as GPT-4 and similar models. Despite challenges in
scoring consistency and controllability, large language
models (LLMs) offer promising opportunities for aug-
menting AES through enriched feedback and dataset
curation. Our goal is to synergize our model’s precision
with the generative capabilities of LLMs to improve
assessment accuracy and feedback quality, thereby con-
tributing to educational enhancement.
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APPENDIX A

F I GURE A 1 Examples of an essay and prompt from both ASAP++ and TOEFL11 dataset.
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