FIXED POINTS OF GENERALIZED KANNAN TYPE MAPPINGS IN GENERALIZED MENGER SPACES
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Abstract. Generalized Menger space introduced by the present authors is a generalization of Menger space as well as a probabilistic generalization of generalized metric space introduced by Branciari [Publ. Math. Debrecen 57 (2000), no. 1-2, 31–37]. In this paper we prove a Kannan type fixed point theorem in generalized Menger spaces. We also support our result by an example.

1. Introduction

Branciari [1] introduced the concept of generalized metric space. He replace triangular inequality by a quadrangular inequality. The definition of generalized metric space is as follows:

Definition 1.1 ([1]). Let $X$ be a nonempty set, $\mathbb{R}^+$ be the set of all positive real numbers and $d : X \times X \to \mathbb{R}^+$ be a mapping such that for all $x, y \in X$ and for all points $\xi, \eta \in X$, each of them different from $x$ and $y$, one has

\begin{enumerate}
  \item $d(x, y) = 0 \Leftrightarrow x = y,$
  \item $d(x, y) = d(y, x)$ and
  \item $d(x, y) \leq d(x, \xi) + d(\xi, \eta) + d(\eta, y)$.
\end{enumerate}

Also in the same work Banach contraction mapping theorem in generalized metric space was established. He also gave an example to show that there exist generalized metric spaces which are not metric spaces. In [5], [6], [14] and [16] some other fixed point results were established in generalized metric spaces.

The following is the definition of Kannan type mappings. These mappings are considered very important mapping in fixed point theory.

Definition 1.2 ([9, 10]). Let $(X, d)$ be a metric space and $f$ be a mapping on $X$. The mapping $f$ is called a Kannan type mapping if there exists $0 \leq \alpha < \frac{1}{2}$ such that

\begin{equation}
  d(fx, fy) \leq \alpha [d(x, fx) + d(y, fy)] \quad \text{for all } x, y \in X.
\end{equation}
It is well known that every contraction and every Kannan type mapping on a complete metric space have unique fixed points. Now contraction mappings are always continuous but Kannan type mappings are not necessarily continuous. This is a big difference between the two types of mappings. Again it also may be noted that Banach contraction principle does not characterize metric completeness. In [21] it has been proved that every metric space $X$ is complete if and only if every Kannan type mapping has a fixed point. Similarity between contractions and Kannan type mappings may be seen in [11] and [12]. It may also be noted that Kannan’s fixed point result is not an extension of Banach contraction mapping principle. The above are the some of the reasons why the Kannan type and their generalizations have been considered as constituting an important class of mappings in fixed point theory.

A probabilistic generalization of the contraction mapping principle was proved by Sehgal and Bharucha-Reid in probabilistic metric spaces [18]. These spaces are probabilistic generalizations of metric spaces. Several aspects of this structure have been described by Schweizer and Sklar in their book [17]. Subsequently fixed point theory has developed to a large extent in probabilistic metric spaces. Several aspects of complete metric space have unique fixed points. Now contraction mappings are always continuous but Kannan type mappings are not necessarily continuous. This is a big difference between the two types of mappings. Again it also may be noted that Banach contraction principle does not characterize metric completeness. In [21] it has been proved that every metric space $X$ is complete if and only if every Kannan type mapping has a fixed point. Similarity between contractions and Kannan type mappings may be seen in [11] and [12]. It may also be noted that Kannan’s fixed point result is not an extension of Banach contraction mapping principle. The above are the some of the reasons why the Kannan type and their generalizations have been considered as constituting an important class of mappings in fixed point theory.

A probabilistic generalization of the contraction mapping principle was proved by Schweizer and Sklar in their book [17]. Some other recent works on this topic are noted in [2], [3], [7], [13], [15] and [20].

**Definition 1.3 (n-th order t-norm, [19]).** A mapping $T : \prod_{i=1}^{n}[0, 1] \rightarrow [0, 1]$ is called a n-th order t-norm if the following conditions are satisfied:

(i) $T(0, 0, \ldots, 0) = 0$, $T(a, 1, 1, \ldots, 1) = a$ for all $a \in [0, 1]$,
(ii) $T(a_1, a_2, a_3, \ldots, a_n) = T(a_2, a_1, a_3, \ldots, a_n) = \cdots = T(a_2, a_3, a_4, \ldots, a_n, a_1)$,
(iii) $a_i \geq b_i$, $i = 1, 2, 3, \ldots, n$ implies $T(a_1, a_2, a_3, \ldots, a_n) \geq T(b_1, b_2, b_3, \ldots, b_n)$,
(iv) $T(T(a_1, a_2, a_3, \ldots, a_n), b_2, b_3, \ldots, b_n)$

$= T(a_1, T(a_2, a_3, \ldots, a_n, b_2), b_3, \ldots, b_n)$

$= T(a_1, a_2, T(a_3, a_4, \ldots, a_n, b_2, b_3), b_4, \ldots, b_n)$

$\cdots$

$= T(a_1, a_2, \ldots, a_{n-1}, T(a_n, b_2, b_3, \ldots, b_n)).$

When $n = 2$, we have binary t-norm, which is ordinarily known as t-norm.

**Definition 1.4 (Merger space, [8, 17]).** A Menger space is a triplet $(S, F, T)$, where $S$ is a non-empty set, $F$ is a function defined on $S \times S$ to the set of distribution functions and $T$ is a t-norm such that the following are satisfied:

(i) $F_{x,y}(0) = 0$ for all $x, y \in S$,
(ii) $F_{x,y}(s) = 1$ for all $s > 0$ if and only if $x = y$,
(iii) $F_{x,y}(s) = F_{y,x}(s)$ for all $x, y \in S$ and $s > 0$,
(iv) $F_{x,y}(u + v) \geq T(F_{x,z}(u), F_{z,y}(v))$ for all $u, v \geq 0$ and $x, y, z \in S$.

Menger spaces are special types of probabilistic metric spaces in which a probabilistic version of triangular inequality has been obtained with the help
of a $t$-norm. In [4] we introduced the concept of generalized Menger spaces by replacing the probabilistic triangular inequality by a quadrangular inequality. The definition is as follows.

**Definition 1.5 (Generalized Menger space).** Let $S$ be a non-empty set and $F$ is a function from $X \times X$ to the set of all distribution functions. Then $(S, F, T)$ is said to be a generalized Menger space if for all $x, y \in S$ and all distinct points $z, w \in S$ each of them different from $x$ and $y$, the following conditions are satisfied.

1. $F_{x,y}(0) = 0$,
2. $F_{x,y}(t) = 1$ for all $t > 0$ if and only if $x = y$,
3. $F_{x,y}(t) = F_{y,x}(t)$ for all $t > 0$ and for all $x, y \in S$,
4. $F_{x,y}(t) \geq T(F_{x,z}(t_1), F_{z,w}(t_2), F_{w,y}(t_3))$, where $t_1 + t_2 + t_3 = t$ and $T$ is a 3-rd order $t$-norm (Definition 1.3).

We now show that Definition 1.1 is special case of Definition 1.5. Let $(S, d)$ be a generalized metric space. This spaces can be treated as a generalized Menger space if we put $F_{x, y}(t) = H(t - d(x, y))$, where $x, y \in S$, $H$ is defined as

$H(s) = \begin{cases} 
1, & \text{if } s > 0, \\
0, & \text{if } s \leq 0,
\end{cases}$

and the $t$-norm $T$ is taken as $T_M$ which is defined as $T_M(\alpha, \beta, \gamma) = \min\{\alpha, \beta, \gamma\}$, that is $T_M$ is the 3rd order minimum $t$-norm.

Conditions (i) and (ii) of Definition 1.1 trivially follow from conditions (ii) and (iii) of Definition 1.5, respectively. We now show that condition (iii) of Definition 1.1 follows from conditions (iv) of Definition 1.5. Let $x, y \in S$ and $z, w$ be two distinct points in $S$ different from $x$ and $y$. If possible, let

\begin{equation}
(1.2) \quad d(x, y) \leq d(x, z) + d(z, w) + d(w, y)
\end{equation}

be true and for some $t_1, t_2, t_3 > 0$ and $t = t_1 + t_2 + t_3$, the equation

\begin{equation}
(1.3) \quad F_{x,y}(t) \geq T_M(F_{x,z}(t_1), F_{z,w}(t_2), F_{w,y}(t_3))
\end{equation}

be false.

We assumed that $F_{x,y}(t) = H(t - d(x, y))$. Inequality (1.3) will be false only if $F_{x,y}(t_1) = 0$ and $F_{z,w}(t_2) = 1$, $F_{w,y}(t_3) = 1$.

Now $F_{x,y}(t) = 0$ implies that $t - d(x, y) \leq 0$, that is,

\begin{equation}
(1.4) \quad t \leq d(x, y),
\end{equation}

and $F_{x,z}(t_1) = 1$ implies that $t_1 - d(x, y) > 0$, that is,

\begin{equation}
(1.5) \quad t_1 > d(x, z).
\end{equation}

Similarly, we must have

\begin{equation}
(1.6) \quad t_2 > d(z, w)
\end{equation}

and

\begin{equation}
(1.7) \quad t_3 > d(w, y).
\end{equation}
Therefore, from (1.4)-(1.7) we have

\[(1.8) \quad d(x,y) \geq t = t_1 + t_2 + t_3 > d(x,z) + d(z,w) + d(w,y),\]

which contradicts inequality (1.2).

Thus we can say that in this case condition (iii) of Definition 1.1 follows from conditions (iv) of Definition 1.5. Hence generalized metric space (Definition 1.1) is a special case of generalized Menger space.

**Definition 1.6.** Let \((S,F,T)\) be a generalized Menger space. A sequence \(\{x_n\} \subset S\) is said to converge to some point \(x \in S\) if given \(\epsilon > 0, \lambda > 0\) we can find a positive integer \(N_{\epsilon,\lambda}\) such that for all \(n > N_{\epsilon,\lambda}\)

\[F_{x_n,x}(\epsilon) > 1 - \lambda.\]

**Definition 1.7.** A sequence \(\{x_n\}\) is said to be a Cauchy sequence in \(S\) if given \(\epsilon > 0, \lambda > 0\) there exists a positive integer \(N_{\epsilon,\lambda}\) such that

\[F_{x_n,x_m}(\epsilon) > 1 - \lambda \quad \text{for all} \quad m, n > N_{\epsilon,\lambda}.\]

**Definition 1.8.** A generalized Menger space \((S,F,T)\) is said to be complete if every Cauchy sequence in it is convergent.

The purpose of this paper is to prove a fixed point result for a class of generalized Kannan type mappings in generalized Menger spaces. We also support our result by constructing an example.

We will use the following function in our theorem.

**Definition 1.9 (\(\Psi\)-function).** A function \(\psi : [0,1] \times [0,1] \to [0,1]\) is said to be a \(\Psi\)-function if

(i) \(\psi\) is monotone increasing and continuous,

(ii) \(\psi(x,x) > x\) for all \(0 < x < 1,\)

(iii) \(\psi(1,1) = 1, \psi(0,0) = 0.\)

An example of \(\Psi\)-function:

\[\psi(x,y) = \frac{p\sqrt{x} + q\sqrt{y}}{p + q}, \quad p\text{ and } q\text{ are positive numbers}.\]

2. Main result

**Theorem 2.1.** Let \((S,F,T_M)\) be a complete generalized Menger space, where \(T_M\) is the 3rd order minimum t-norm given by \(T_M(\alpha,\beta,\gamma) = \min\{\alpha,\beta,\gamma\}\) and the mapping \(f : S \to S\) be a self mapping which satisfies the following inequality for all \(x, y \in S\)

\[(2.1) \quad F_{fx, fy}(t) \geq \psi\left(F_{fx, t_1 a}, F_{fy, t_2 b}\right),\]

where \(t_1, t_2, t > 0\) with \(t = t_1 + t_2, \ a, b > 0\) with \(0 < a + b < 1\) and \(\psi\) is a \(\Psi\)-function. Then \(f\) has a unique fixed point.
Proof. Let \( x_0 \in S \). We now construct a sequence \( \{x_n\} \) as follows: \( x_n = f x_{n-1}, n \in \mathbb{N} \), where \( \mathbb{N} \) is the set of all positive integers. Now we have for \( t, t_1, t_2 > 0 \), with \( t = t_1 + t_2 \),
\[
F_{x_{n+1}, x_n}(t) = F_{fx_n, fx_{n-1}}(t)
\]
\[
\geq \psi \left( F_{x_n, x_{n+1}} \left( \frac{t_1}{a} \right), F_{x_{n-1}, x_{n+1}} \left( \frac{t_2}{b} \right) \right)
\]
\[
(2.2)
\]
\[
= \psi \left( F_{x_n, x_{n+1}} \left( \frac{t_1}{a} \right), F_{x_{n-1}, x_{n}} \left( \frac{t_2}{b} \right) \right)
\]
\[
= \psi \left( F_{x_{n+1}, x_n} \left( \frac{t_1}{a} \right), F_{x_{n}, x_{n-1}} \left( \frac{t_2}{b} \right) \right)
\].
Let \( t_1 = \frac{at}{a+b}, t_2 = \frac{bt}{a+b} \) and \( c = a + b \). Then we have from (2.2),
\[
F_{x_{n+1}, x_n}(t) \geq \psi \left( F_{x_{n+1}, x_n} \left( \frac{t}{c} \right), F_{x_{n}, x_{n-1}} \left( \frac{t}{c} \right) \right) .
\]

We now claim that for all \( t > 0 \),
\[
F_{x_{n+1}, x_n} \left( \frac{t}{c} \right) \geq F_{x_{n}, x_{n-1}} \left( \frac{t}{c} \right) .
\]
(2.4)

If possible, let for some \( t > 0 \), \( F_{x_{n+1}, x_n} \left( \frac{t}{c} \right) < F_{x_{n}, x_{n-1}} \left( \frac{t}{c} \right) \), then we have
\[
F_{x_{n+1}, x_n}(t) \geq \psi \left( F_{x_{n+1}, x_n} \left( \frac{t}{c} \right), F_{x_{n}, x_{n-1}} \left( \frac{t}{c} \right) \right)
\]
\[
> F_{x_{n+1}, x_n} \left( \frac{t}{c} \right)
\]
\[
\geq F_{x_{n+1}, x_n}(t), \text{ since } 0 < c < 1
\]
which is a contradiction.

Therefore for all \( t > 0 \), \( F_{x_{n+1}, x_n} \left( \frac{t}{c} \right) \geq F_{x_{n}, x_{n-1}} \left( \frac{t}{c} \right) .
\)

Hence using (2.4) we have from (2.3),
\[
F_{x_{n+1}, x_n}(t) \geq \psi \left( F_{x_{n+1}, x_n} \left( \frac{t}{c} \right), F_{x_{n}, x_{n-1}} \left( \frac{t}{c} \right) \right)
\]
\[
\geq \psi \left( F_{x_{n}, x_{n-1}} \left( \frac{t}{c} \right), F_{x_{n}, x_{n-1}} \left( \frac{t}{c} \right) \right)
\]
\[
\geq F_{x_{n}, x_{n-1}} \left( \frac{t}{c} \right)
\]
\[
\geq F_{x_{n-1}, x_{n-2}} \left( \frac{t}{c^2} \right)
\]
\[
\ldots \quad \ldots \quad \ldots
\]
\[
\geq F_{x_1, x_0} \left( \frac{t}{c^n} \right)
\]
that is
\[(2.6) \quad F_{x_{n+1}, x_n}(t) \geq F_{x_1, x_0}\left(\frac{t}{c^n}\right).\]

Therefore,
\[(2.7) \quad \lim_{n \to \infty} F_{x_{n+1}, x_n}(t) = 1 \quad \text{for all} \quad t > 0.\]

Next we show that sequence \(\{x_n\}\) is a Cauchy sequence. If possible, let \(\{x_n\}\) be not a Cauchy sequence. Then there exist \(\varepsilon > 0\) and \(\lambda > 0\) for which we can find subsequences \(\{x_{m(k)}\}\) and \(\{x_{n(k)}\}\) of \(\{x_n\}\) with \(n(k) > m(k) > k\) for all positive integer \(k\) such that
\[(2.8) \quad F_{x_{m(k)}, x_{n(k)}}(\varepsilon) \leq 1 - \lambda.\]

Now \(1 - \lambda \geq F_{x_{m(k)}, x_{n(k)}}(\varepsilon) = F_{x_{m(k)-1}, x_{n(k)-1}}(\varepsilon)
\geq \psi\left(F_{x_{m(k)-1}, x_{m(k)-1}}\left(\frac{\varepsilon_1}{a}\right), F_{x_{n(k)-1}, x_{n(k)-1}}\left(\frac{\varepsilon_2}{b}\right)\right)\) where \(\varepsilon = \varepsilon_1 + \varepsilon_2\)
\geq \psi\left(F_{x_{m(k)-1}, x_{m(k)}}\left(\frac{\varepsilon_1}{a}\right), F_{x_{n(k)-1}, x_{n(k)}}\left(\frac{\varepsilon_2}{b}\right)\right).

Therefore,
\[(2.9) \quad 1 - \lambda \geq \psi\left(F_{x_{m(k)-1}, x_{m(k)}}\left(\frac{\varepsilon_1}{a}\right), F_{x_{n(k)-1}, x_{n(k)}}\left(\frac{\varepsilon_2}{b}\right)\right).\]

By (2.7) we can choose \(k\) large enough such that
\(F_{x_{m(k)-1}, x_{m(k)}}\left(\frac{\varepsilon_1}{a}\right) > 1 - \lambda\) and \(F_{x_{n(k)-1}, x_{n(k)}}\left(\frac{\varepsilon_2}{b}\right) > 1 - \lambda.\)

Therefore,
\[(2.10) \quad 1 - \lambda \geq \psi(1 - \lambda, 1 - \lambda) > 1 - \lambda,\]

which is a contradiction.

Hence \(\{x_n\}\) is a Cauchy sequence.

As \((S, F, T_M)\) is a complete generalized Menger space we have \(\{x_n\}\) is convergent in \(S\).

Let
\[(2.11) \quad \lim_{n \to \infty} x_n = z.\]

We now show that \(fz = z\). If possible, let \(0 < F_z f_z(t) < 1\) for some \(t > 0\). Since \(0 < b < 1\), we can choose \(\eta_1, \eta_2, t_1, t_2 > 0\) such that
\[(2.12) \quad t = \eta_1 + \eta_2 + t_1 + t_2 \quad \text{and} \quad \frac{t_2}{b} > t.\]
Then we have,
(2.13) \[
F_{z,fz}(t) \geq T_M\{F_{z,x_n}(\eta_1), F_{x_n,x_{n+1}}(\eta_2), F_{x_{n+1},fz}(t_1 + t_2)\}
\]
\[
\geq T_M\left\{F_{z,x_n}(\eta_1), F_{x_n,x_{n+1}}(\eta_2), \psi\left(F_{x_n,x_{n+1}}\left(\frac{t_1}{a}\right), F_{fz}\left(\frac{t_2}{b}\right)\right)\right\}
\]
\[
\geq T_M\left\{F_{z,x_n}(\eta_1), F_{x_n,x_{n+1}}(\eta_2), \psi\left(F_{x_n,x_{n+1}}\left(\frac{t_1}{a}\right), F_{z,fz}(t)\right)\right\}.
\]

By (2.7) and (2.11), there exists a positive integer \(N_1\) such that
\[
F_{z,x_n}(\eta_1), F_{x_n,x_{n+1}}(\eta_2), F_{x_{n+1},fz}(t_1, t_2) > F_{z,fz}(t)
\]
for all \(n > N_1\).

Then we have from (2.13) \(F_{z,fz}(t) > F_{z,fz}(t)\), which is a contradiction.

Hence \(F_{z,fz}(t) = 1\) for all \(t > 0\), that is \(z = fz\).

For uniqueness, let \(z\) and \(u\) be two fixed points.

Therefore, for all \(t > 0\),
\[
F_{z,u}(t) = F_{fz,fu}(t)
\]
\[
\geq \psi\left(F_{z,fz}\left(\frac{t_1}{a}\right), F_{u,fu}\left(\frac{t_2}{b}\right)\right)
\]
\[
= \psi\left(F_{z,z}\left(\frac{t_1}{a}\right), F_{u,u}\left(\frac{t_2}{b}\right)\right)
\]
\[
= \psi(1, 1) = 1.
\]

Therefore \(z = u\). \(\square\)

**Example 2.2.** Let \(S = \{x_1, x_2, x_3, x_4\}\), \(T_M(\alpha, \beta, \gamma) = \min\{\alpha, \beta, \gamma\}\) that is \(T_M\) is the 3rd order minimum t-norm and \(F_{x,y}(t)\) be defined as

\[
F_{x_1, x_2}(t) = F_{x_2, x_1}(t) = \begin{cases} 0, & \text{if } t \leq 0, \\ 0.70, & \text{if } 0 < t < 6, \\ 1, & \text{if } t \geq 6. \end{cases}
\]

\[
F_{x_1, x_3}(t) = F_{x_3, x_1}(t) = \begin{cases} 0, & \text{if } t \leq 0, \\ 0.90, & \text{if } 0 < t \leq 3, \\ 1, & \text{if } t > 3. \end{cases}
\]

\[
F_{x_1, x_4}(t) = F_{x_4, x_1}(t) = \begin{cases} 0, & \text{if } t \leq 0, \\ 0.80, & \text{if } 0 < t \leq 4, \\ 1, & \text{if } t > 4. \end{cases}
\]

\[
F_{x_2, x_3}(t) = F_{x_3, x_2}(t) = \begin{cases} 0, & \text{if } t \leq 0, \\ 0.95, & \text{if } 0 < t \leq 3, \\ 1, & \text{if } t > 3. \end{cases}
\]
\[ F_{x_2, x_4}(t) = F_{x_4, x_2}(t) = \begin{cases} 
0, & \text{if } t \leq 0, \\
0.80, & \text{if } 0 < t \leq 4, \\
1, & \text{if } t > 4. 
\end{cases} \]

\[ F_{x_3, x_4}(t) = F_{x_4, x_3}(t) = \begin{cases} 
0, & \text{if } t \leq 0, \\
0.70, & \text{if } 0 < t < 6, \\
1, & \text{if } t \geq 6. 
\end{cases} \]

Then \((S, F, T_M)\) is a complete generalized Menger space.

Let \(f : S \rightarrow S\) be given by \(fx_1 = fx_2 = fx_3 = x_3\) and \(fx_4 = x_1\). If we take \(\psi(x, y) = \sqrt{x + \sqrt{y}}\) and \(a = 0.2, b = 0.75\), then \(f\) satisfies all the conditions of Theorem 2.1 and \(x_3\) is the unique fixed point of \(f\).

In this example \((S, F, T_M)\) is not a Menger space as can be seen from the fact that

\[ F_{x_3, x_4}(5) \not\supseteq T_M \{F_{x_3, x_2}(1), F_{x_2, x_4}(4)\}. \]

This shows that generalized Menger spaces are effective generalization of generalized metric spaces.
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